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Mechanisms in Cognitive Psychology:
What Are the Operations?

William Bechtel†‡

Cognitive psychologists, like biologists, frequently describe mechanisms when explain-
ing phenomena. Unlike biologists, who can often trace material transformations to
identify operations, psychologists face a more daunting task in identifying operations
that transform information. Behavior provides little guidance as to the nature of the
operations involved. While not itself revealing the operations, identification of brain
areas involved in psychological mechanisms can help constrain attempts to characterize
the operations. In current memory research, evidence that the same brain areas are
involved in what are often taken to be different memory phenomena or in other
cognitive phenomena is playing such a heuristic function.

1. Introduction. Contemporary interest in mechanism and mechanistic ex-
planation has been fueled primarily by investigations of experimental
biology (molecular and cell biology, biochemistry, neurobiology), in which
there are few appeals to laws and in which the term mechanism is widely
applied (Bechtel and Richardson 1993; Machamer, Darden, and Craver
2000; Darden 2005; Bechtel 2006; Craver 2007). In psychology there is
likewise a paucity of laws (Teigen 2002). Robert Cummins (2000) observes
both that in psychology laws are often referred to as effects and that
effects typically characterize phenomena in need of explanation rather
than providing explanations. The spacing effect, discovered by Hermann
Ebbinghaus (1885), describes the fact that learning which is spaced results
in greater recall than massed learning but offers no explanation of this
finding. In psychology, as in the biological sciences, the term most fre-
quently invoked in presenting explanations is mechanism.

My focus is on mechanistic explanations advanced in cognitive psy-
chology and on ways in which these explanations differ from those found
in the biological disciplines. In particular, I focus on the special challenges
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confronting cognitive psychologists in developing mechanistic explanations.
Mechanistic explanation involves identifying a mechanism responsible for
a given phenomenon and characterizing the working of the mechanism by
decomposing it into component parts and operations and showing how
they are organized and orchestrated. In most cell and molecular mecha-
nisms, including those operative in the brain, the component operations
involve material transformations (e.g., moving ions or oxidizing a sub-
strate), whereas in most mechanisms proposed in cognitive psychology it
is information that is transformed. This presents a major challenge for
psychologists: how to identify the information-processing operations within
the mechanism. Often the decompositions that cognitive psychologists pro-
pose analyze a phenomenon such as memory into subtypes (e.g., explicit
vs. implicit), not into operations within a mechanism. In the past 20 years,
as a result of new investigatory techniques, such as functional neuroimaging,
cognitive psychologists have been able to identify brain areas involved in
various cognitive tasks. I will conclude by showing how this helps constrain,
but does not itself solve, the problem of how to characterize the operations
in psychological mechanisms.

2. Material Transformations versus Processing Information. A challenge
researchers confront in developing accounts of mechanisms in any field
is identifying the operations through which the mechanism realizes the
phenomena of interest. All cells in living organisms metabolize foodstuffs
to generate adenosine triphosphate (ATP), the major energy source uti-
lized by other mechanisms, such as those involved in muscle contraction
or in synthesizing proteins. Identifying the operations in this mechanism
was facilitated by identifying possible intermediate substances produced
in the catabolism of sugar to carbon dioxide and water and demonstrating
the occurrence of the reactions in which these intermediates figured. One
of the great challenges researchers faced was determining how the energy
released in various oxidation reactions was transferred to ATP, a problem
that was solved by discovering that it was not maintained in a chemical
intermediate but as a proton gradient across a membrane. Researchers
then directed their attention to how this gradient was established and
utilized in generating ATP. Likewise, in discovering the mechanism of
protein synthesis, researchers were guided in part by identifying the dif-
ferent forms of RNA that figure in the process. Discovering the various
substances that are produced or transformed in operations provides a
powerful heuristic for characterizing the operations themselves (Bechtel
2006).

Mental phenomena, however, are not characterized in terms of trans-
formations of physical material. Rather, they are commonly characterized
according to their role in coordinating the behavior of an organism in
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response to sensory information, including information acquired long ago
in the past. Behaviorist theories attempted to explain regularities in terms
of processes of learning. These were thought to be sufficiently similar
across species and tasks that it was unnecessary to posit multiple types
of mental operations. The cognitive turn against behaviorism was moti-
vated in part by the recognition that simple learning procedures alone
could not account for complex patterns of behavior in language use
(Chomsky 1956, 1959), purposive action (Miller, Galanter, and Pribram
1960), or even perception (Bruner and Goodman 1947) and in part by
the formulation of the idea of information-processing mechanisms (Hebb
1949; Broadbent 1958; Neisser 1967). In such mechanisms, information
not only can be passed down a channel (Shannon 1948) but it can also
be transformed by filtering, amplifying, or replacing elements of the signal
(Broadbent 1958).

Information-processing mechanisms operate on representations, and it
is useful to distinguish the vehicle of representation (bits in a computer
or action potentials in the brain) from the content (the condition for
purposive action or the features of an object). In explaining behavior, the
interest is not in the vehicles but in the informational content. The op-
erations must enable the informational content needed to guide behavior
to be available to the output systems. The intermediate processes in trans-
forming informational contents, however, are far less easy to track than
those involved in material transformations. In the latter case, researchers
can try to inhibit a transformation process and detect the buildup of
intermediates or insert postulated intermediates into the reaction to de-
termine whether downstream reactions proceed as expected (Bechtel and
Richardson 1993). As I will discuss later, if researchers have access to the
representational vehicles, that can provide important guidance to the in-
formation-processing operations occurring in the mechanism. For most
of the period since the creation of cognitive psychology around the middle
of the twentieth century, however, cognitive psychologists did not have
access to the representational vehicles in the brain but had to rely on
behavior to figure out both the parts and operations. This meant using
patterns of response, including errors, and behavioral measures, such as
reaction times, to identify the operations within the mechanism. Such
indirect measures ruled out candidate information-processing accounts
(Sternberg 1966) but did not provide information about the nature of the
operations being performed.

3. Phenomenal Decomposition versus Mechanistic Decomposition. I noted
above the critical role decomposition plays in coming to understand a
mechanism, since it is the organized parts and operations within a mech-
anism that explain what the mechanism does. Many studies in cognitive
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psychology do report decompositions, but as a brief examination of re-
search on memory reveals, this research has tended to decompose phe-
nomena into different types rather than decomposing a particular phe-
nomenon into its operations.

For example, one of the first contributions of cognitive psychology was
to rediscover and further develop the distinction William James (1890)
made between primary and secondary memory and renaming them short-
term (later working) memory and long-term memory. George Miller (1956)
established that a maximum of seven (plus or minus two) items could be
retained in memory through a process of active rehearsal. L. R. Peterson
and M. J. Peterson (1959) demonstrated severe decay of such stored in-
formation after delays of 3–9 seconds during which subjects were required
to perform an interfering task (counting backwards by threes). Nancy
Waugh and Donald Norman (1965) found greater forgetting the further
back in a list the recalled item was. These limitations were not present
when items were sufficiently rehearsed to enter long-term memory. George
Sperling (1960) determined that for very short periods after a visual pre-
sentation these limitations were also not imposed, and he distinguished
a sensory register or echoic store as providing yet a third form of memory.

Subsequently, researchers focusing on long-term memory distinguished
different types of long-term memories with differing characteristics. In
1953 William Scoville (1957) removed the hippocampus and surrounding
areas of the medial temporal lobe in a patient known as H.M. in a suc-
cessful attempt to ameliorate his severe epilepsy. The surgery, however,
left H.M. with severe amnesia both for information acquired postsurgery
(anterograde amnesia) and for periods prior to the surgery (graded ret-
rograde amnesia). H.M. subsequently became a subject in numerous mem-
ory studies, and one surprising result was that he can learn new skills,
although he never remembers that he had acquired the skill (Corkin 1968).
This provided the first evidence of a dissociation between what has come
to be called declarative or explicit memory and procedural or implicit
memory (Cohen and Squire 1980).

Endel Tulving (1972), relying exclusively on behavioral evidence, in-
troduced a distinction within explicit memory between “two parallel and
partially overlapping information-processing systems,” which he termed
episodic and semantic memory. Roughly speaking, he construed episodic
memory as memory of particular experiences and semantic memory as
memory of facts. In his initial formulation, Tulving emphasized different
tasks that tapped episodic and semantic memories. One experiment tested
episodic memory by measuring recognition of words presented in a list-
learning task. Either 1 hour or 7 days later, semantic memory was tested
by asking the same subjects to fill in the missing letters in incomplete
words, such as _o_ma_c. Although completing such a word fragment can
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be difficult, it was rendered much easier if the target word (here, dogmatic)
was on the list used earlier in the episodic-memory task. Success in frag-
ment completion remained roughly constant over the 1-week interval,
whereas recognition performance declined dramatically. Such dissociation
between results was construed as evidence that the psychological processes
were independent. In a further analysis, Tulving established that the prob-
ability that subjects could complete a given fragment was stochastically
independent of the probability that they could recognize it as having been
on the study list (Tulving, Schacter, and Stark 1982), providing additional
evidence that different operations were involved in the different types of
tasks.

Over time Tulving came to emphasize more the type of knowledge in-
cluded in episodic and semantic memories. Episodic memory involves re-
trieving episodes in a person’s own life, whereas semantic memory is
concerned with information that typically is retrieved independently of
recalling the time and place in which it was acquired (e.g., word meanings,
general knowledge, scientific facts). Although the distinction between ep-
isodic and semantic memory was initially developed relying on behavioral
evidence, Tulving found powerful confirming evidence from neuropsy-
chological patients. H.M.’s deficits involved both episodic and semantic
memory, but another patient, K.C., who suffered a severe closed-head
injury in 1981, lost all episodic memory, retrograde and anterograde, while
retaining much of his semantic memory, including facts about his own
life. Moreover, with extensive training, K.C. has been able to learn both
new skills and new semantic information. Episodic memory is thus dis-
sociated from semantic memory. (Vargha-Khadem et al. [1997] describe
individuals who have been successful in learning information in school
despite lacking episodic memory.)

In addition to differentiating types of memory phenomena, researchers
have often attributed them to different components in a processing path-
way. Thus, shortly after the differentiation of the sensory register, short-
term memory, and long-term memory, Richard Atkinson and Richard
Shiffrin (1968) introduced a mathematical model in which control pro-
cesses directed the transfer of information from the sensory register to
short-term and then to long-term memory. Similarly, Tulving (1985) pro-
posed a monohierarchical arrangement of long-term memory systems in
which semantic memory relies on the processing in the procedural system
and the episodic system relies on the processing of the semantic system.

For Tulving, the stochastic independence of performance on semantic
and episodic tasks indicated that the episodic system was nearly, if not
completely, distinct from the semantic system (from which it received
inputs). While this has become the majority view, other researchers have
dissented and proposed the components of processing approach (Roediger,
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Buckner, and McDermott 1999). On this account, different memory tasks
do not tap largely independent systems but different operations from a
common pool of cognitive operations. They appeal to neuroimaging stud-
ies showing that word-stem completion after priming produces activation
in the same areas (visual cortex, left frontal opercular cortex, anterior
cingulate, supplemental motor areas, and premotor and motor cortex) as
word-stem completion without priming, but with reduced activity in visual
cortex. This result seems problematic from a memory systems’ view, ac-
cording to which word-stem completion taps the semantic system, while
priming taps the implicit system. Finally, if subjects are asked to complete
the stem with a word they explicitly remember as one from the previously
studied list, a task that should tap the episodic system, all the areas active
on the word-stem completion remain active, and two additional areas,
medial parietal cortex and right anterior prefrontal cortex, are engaged.
Henry Roediger et al. (1999) thus reject the proposal of independent
systems and argue that the mind selectively draws upon different com-
ponent operations for different tasks. (For more detailed analysis of this
debate, see Bechtel 2008.)

4. Looking High and Low for Operations. Neither Roediger et al. (1999)
nor other advocates of processing accounts specify what operations figure
in different memory tasks. One of the major methodologies of cognitive
science is computational modeling, and modeling does require specifying
operations through which the behavior is performed. Essentially, two ideas
about operations have dominated computational modeling in cognitive
science—syntactic processing of symbols and spreading activation be-
tween neuronlike units.

Symbol-processing models were developed by analogy with activities
in which human agents manipulate symbols. Alan Turing’s (1936) idea
of a computational device using a finite state component to read and write
symbols on a tape was inspired by the processes by which human beings,
known as computers, performed complex computations by applying a set
of learned procedures to numbers written on the page and writing new
numbers on the page. The Turing machine’s finite-state device that reads
the current symbol on the tape and applies one of a finite set of rules to
either replace the symbol or move the head and change its internal state
models a human applying a finite set of rules to previously written sym-
bols, with the tape representing the potentially infinite paper on which
the human can write. The models of symbolic computational modeling
essentially took the interaction between an agent and external memory
as a model for operations in the head of the agent. In constructing the
first functioning computational model, Logic Theorist (designed to prove
theorems from Principia Mathematica), Allen Newell and Herbert Simon
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(1956) went so far as to have Simon and his children carry out the op-
erations specified in the program. During the period other researchers in
the nascent field of artificial intelligence pursued a different approach,
one using networks of simple processing units that summed input and
generated an output. After a period of relative neglect, this approach
reemerged with the new-connectionists in the 1980s (Bechtel and Abra-
hamsen 2002).

Although it is appropriate to develop mechanistic models by appealing
to analogies with operations performed in other mechanisms, there are
reasons for suspecting that symbolic models are looking too high and
connectionist models too low to identify the operations invoked in cog-
nitive systems. The situation might be compared to the state of fermen-
tation research in the late nineteenth century. By describing the potential
intermediates formed in the process of fermentation as themselves un-
dergoing fermentations, physiologists looked too high. They provided
little explanatory gain, since researchers were appealing to the phenom-
enon to be explained to describe the operations that were to provide the
explanation. In contrast, by focusing on the elemental composition of
sugar and alcohol and appealing to operations of adding or deleting atoms
to explain organic processes such as fermentation, chemists focused too
low. The chemists clearly appealed to operations on components in a
mechanism to explain the phenomenon, but this approach was under-
constrained. Researchers lacked principles for determining which oper-
atons were really possible. The major conceptual advance that led directly
to the development of biochemistry as an autonomous discipline between
the level of physical chemistry and physiology was the discovery that
organic compounds are built of groups of atoms (e.g., amino groups
[NH3

�], hydroxyl groups [OH�], phosphate groups [PO4
��]). The basic

operations of biochemistry were then recognized as involving the addition,
deletion, or moving of such groups (phosphorylation and dephosphory-
lation involve adding or deleting phosphate groups from a substrate),
operations frequently catalyzed by an appropriate enzyme (e.g., kinases
in the case of phosphorylation). These operations were characterized in
a vocabulary different from those used for the phenomena itself or the
atoms that comprised the groups.

5. Seeking Guidance from the Brain: Heuristic Identity Theory. The chal-
lenge for cognitive psychology, including computational modeling, is to
identify the appropriate operations for explaining mental phenomena.
Theorists who have tried to develop comprehensive models of cognition
such as SOAR (State, Operator, and Result; Newell 1990) and ACT
(Adaptive Control of Thought; Anderson 1990) have faced this problem
and have typically tried to build up from primitive symbol manipulations
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to more complex ones in order to generate appropriate cognitive behavior.
Increasingly, such theorists have appealed to what is known about the
brain to constrain their models (Newell, in particular, drew on temporal
constraints). But until the development of neuroimaging techniques, such
as positron emission tomography (PET) and functional magnetic reso-
nance imaging (fMRI), there was limited information available from the
brain to assist psychologists interested in identifying the operations un-
derlying cognition. (There have also been principled arguments, based on
the alleged multiple realizability of mental processes, against use of neural
evidence to guide psychology. See Bechtel and Mundale 1999 and Shapiro
2004 for arguments defusing the import of multiple realizability claims.)

Often neuroimaging is construed as simply revealing where mental op-
erations occur in the brain. While such knowledge can be useful, for the
issues addressed in this article the real payoff is in providing guidance to
characterizing the operations themselves. This requires identifying the
mental operations with brain processes, but unlike traditional identity
theory, the focus is on using the differences between what is known about
the processes under each description as a discovery heuristic to revise the
other. (Accordingly, McCauley and Bechtel [2001], speak of heuristic iden-
tity theory.) One way in which identity claims can be informative is when
operations involved in two apparently different cognitive phenomena are
localized in the same brain area. This prompts investigation of what op-
erations the two phenomena could share in common. Another is when
multiple brain areas are shown to be involved in a cognitive phenomenon
and the neural pathways between these areas can be elicited. This prompts
the attempt to specify operations for each area.

To make this proposal concrete, I consider three examples in which
functional neuroimaging is providing new insights into the operations
involved in memory. In these cases, the insight comes from first identifying
a memory system with one brain area and then discovering that that area
is involved in memory tasks associated with a competing memory system
or brain areas involved in activities not usually associated with memory.
This provides additional constraint to guide the search for the mechanisms
involved in memory.

The first example follows up on a pioneering neuroimaging study mem-
ory in which Tulving et al. (1994) linked the encoding of episodic memories
(which requires retrieval of semantic information) with left prefrontal
cortex and retrieval of episodic memories with right prefrontal cortex. A
first challenge to this claim arose when James Brewer et al. (1998) sub-
stituted pictures for the verbal stimuli used by Tulving et al. and elicited
right prefrontal activation on episodic encoding tasks. A second challenge
followed when Larry Squire and Stuart Zola (1998) discovered that lesions
in left prefrontal cortex resulted in deficits in episodic retrieval tasks that
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required remembering how one acquired the memory. Although these
studies were inconsistent with Tulving et al.’s claim, Emrah Düzel et al.
(1999) reported new imaging studies that supported the original left/right
distinction between semantic and episodic retrieval. M. Natasha Rajah
and Anthony McIntosh (2005), however, reanalyzed their data using struc-
tural equation modeling (SEM), a form of multivariate analysis that in-
terprets correlations in activation between different areas as evidence that
those areas are linked in a common causal network. Even under the most
favorable conditions, their analysis failed to support the claim that distinct
networks were involved in semantic and episodic retrieval tasks.

A second example challenges the idea that short-term memory supplies
the input to long-term memory, as embraced in the Atkinson and Shiffrin
model (1968). Timothy Shallice and Elizabeth Warrington (1970) had
reported on patients with impaired short-term but intact long-term mem-
ory for the same materials on which their short-term memory was im-
paired. This supported different loci for short- and long-term memory
systems, with medial-temporal lobe (MTL) structures (hippocampus, per-
irhinal, parahippocampal, and entorhinal cortices) viewed as essential for
the encoding of long-term episodic memories and perisylvian regions as
figuring in phonological short-term memory. Charan Ranganath and
Robert Blumenfeld (2005), however, report that with both monkeys and
humans, when complex and novel stimuli are employed, MTL structures
figure in short-term memory. They also report that long-term memory
tasks with a required phonological component also engage the perisylvian
region. They thereby claim that the full range of findings undermines the
distinction between systems.

A third example questions the very distinction between memory and
other mental phenomena. When Tulving et al. (1994) identified areas in
left prefrontal cortex as involved in semantic retrieval and episodic en-
coding, they noted that the areas were very close to those identified in
earlier PET studies as performing semantic processing in a linguistic task
(i.e., generating a verb to use with a noun). They argued that even the
verb-generate task should be viewed as an episodic encoding task. In
contrast, John Gabrieli, Russell Poldrack, and John Desmond (1998),
reviewing a variety of studies involving the region in left prefrontal cortex,
concluded that the “operations may be the same whether they are con-
sidered in the context of language, working memory, episodic memory,
or implicit memory. The left prefrontal cortex thus serves as a crossroads
between meaning in language and memory” (912). This suggests that
memory processes are more integrated with other cognitive activities than
previously assumed. Support for this comes from the growing recognition,
based on a variety of studies demonstrating the generation of false mem-
ories, that recollection is a constructive process, not an elicitation of a
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stored engram. Accordingly, Randy Buckner and Daniel Schacter (2004)
have proposed focusing on how an overall cognitive system could recon-
struct the past. They note in particular evidence that the more demanding
the task, the more anterior are the frontal areas that are activated. In
contrast, regions in left parietal cortex seem to track “the perception or
decision that information is old,” whether or not the information provides
a correct response to the current memory task. They construe the frontal
areas as directing attention toward more posterior brain regions involved
in initial information processing.

On a view such as Buckner and Schacter are proposing, memory is
conceived not as an autonomous mental capacity but as actively reen-
gaging cognitive operations used in other cognitive tasks. This seems, on
the one hand, to deny the existence of memory as a distinct phenomenon
(or set of phenomena) with its own mechanism (or mechanisms). On the
other hand, though, it potentially enables memory research to draw upon
advances that have been made in decomposing the operations involved
in visual and other sensory processing using single-cell recording in non-
human animals. The characterization of the information processing oc-
curring in these brain areas may require revision when it is recognized
that they subserve not just processing sensory stimuli but also memory
and other uses of that information. Nonetheless, the attempt to identify
memory processes with brain areas will have served a vital heuristic role
in reconceptualizing the phenomena being explained and identifying new
resources for characterizing the operations involved (see Bechtel 2008 for
further discussion).

6. Conclusion. Psychologists, like biologists, frequently appeal to mech-
anisms in explaining phenomena. Unlike biologists, who often can identify
operations in mechanisms by tracing material transformations, psychol-
ogists investigating information processing have faced a greater challenge
in identifying operations. The ability to identify brain areas with cognitive
operations, though, provides a heuristic that is proving of great use. In
the case of memory, it is revealing that different memory phenomena that
were attributed to different systems employ the same brain areas and that
memory tasks rely on brain areas that also figure in other cognitive tasks.
This does not directly solve the problem of identifying operations but
focuses attention on what might be common operations invoked in these
different psychological phenomena.
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