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Figure 1.13  Contributing disciplines and interdisciplinary connections during three diﬂer?.nt
stages in the development of cognitive science. The font size in which the name of the discipline
is printed reflects the relative importance of that discipline to cognitive science during lh‘e stage
in question. The lines between disciplines represent interdisciplinary connections. The thickness
of the line represents the activity level of that interdisciplinary connection; a dotted line repres-
ents an essentially undeveloped connection. a. The three disciplines that were central to cogni-
tive science during most of its gestation (linguistics became an important contributor only at Fhe
very end of this period). b. The six disciplines contributing to cognitive science during the period
of initial maturation. c. The six disciplines currently contributing to cognitive science.
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now, due to the advent of neuroimaging, which provides relatively direct informa-
tion from intact human brains at good temporal and spatial resolutions. Also newly
important is the impact of sociology and anthropology on both cognitive psychology
and computer science (Al ), as evidenced in the role of mediated and situated action in
some psychological models and robotic simulations.

Some of the already established interdisciplinary connections have changed their
character. For example, the interaction between psychology and linguistics took the
form of psycholinguistic inquiries into the psychological reality of grammar during
cognitive science's initial maturation. Interactions are more pluralistic in the current
era; for example, cognitive linguistics denies the autonomy of syntax and instead appeals
to cognitive processes to try to explain the link between meanin gs and phonological
forms. Optimality theory can retain an autonomous syntax but proposes to account for
syntax in terms of a system of soft constraints. Meanwhile, Chomskian language devel-
opment researchers study parameter setting within an autonomous syntax module
that retains a classic architecture.

Figure I.13c provides a picture of the disciplines of cognitive science and their inter-
relations that are likely to figure in the immediate future. But this picture is no more
likely to remain static than the previous ones. At different times different disciplines
will be better positioned than others to advance our understanding of cognition. Indeed,
we can identify one field which is just beginning to make contributions and may soon
become a highly important player: behavioral psychopharmacology (see Willner, 1 991).
For the most part, researchers have focused on electrical properties of the brain in
seeking to understand its relation to cognition. But a fundamental discovery of early
twentieth-century neuroscience was that the nervous system is not reticular: neurons

~ are separated by synapses. Communication across synapses is mediated by chemicals.

Starting from a few key Deurofransmitters, researchers have identified a large class of
chemicals that serve this function. These have been shown to be critical to normal
cognition, but a detailed understanding of how they figure in cognition remains to be
developed.

If the nature of chemical processes in the brain turns out to be critical to cognition,
this will certainly strengthen the tendency in cognitive science to pursue a downwards
direction of inquiry. But the development of behavioral psychopharmacology may,
as the name suggests, also direct researchers outwards to the environment, The effect-
iveness of some psychopharmacological agents is linked with, or dependent upon,
changes in the environment of subjects using the particular drug (see Whybrow, 1996).
Behavioral psychopharmacology may thus encourage further efforts by cognitive sci-
entists both in searching for underlying mechanisms and in examining relations to
environments.

Thus, cognitive science has been, and promises to remain, broadly interdisciplinary.
Interdisciplinary research always involves a tension, since practitioners of diflerent
disciplines generally bring to the interaction different agendas, different research tools,
and different models of satisfactory answers. Successful interdisciplinary research re-
quires rendering these differences compatible. Sometimes, despite the loftiest goals,
interfield collaboration founders. Cognitive science has experienced its share of ten-
sions. Conflicts between symbolic modeling (inspired by the digital computer) and
neural network modeling (inspired by the brain) are a current case in point. Another
has been the conflict over the autonomy of syntax advocated by Chomskian linguistics
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and rejected by the cognitive and functional grammarians. So far, the institutions of
cognitive science, such as the journal Cognitive Science and the Cognitive Science Soci-
ety, have proved capable of remaining fairly inclusive.

But will cognitive science remain viable as a field of interdisciplinary cooperation?
The simultaneous pulls downwards into the brain and outwards into the world may
prove to be too much pulling, and lead to the disintegration of cognitive science. On
the other hand, awareness that brain processes and events in the external world inter-
act in cructal ways may suffice to hold the inquiry together. The attempt to combine
the two in this volume represents the conviction that, to at least a significant degree,
cognitive science will continue as a robust interdisciplinary endeavor.

There is a feature of the competing pulls downwards and outwards, though, that
increases the risk of a serious rift. One important aspect of the information processing
perspective that was adopted in cognitive science was the attempt to specify mech-
anisms underlying cognition. Each operation upon information represented a process
occurring within the cognitive system. Behaviorists and mathematical psychologists
had not attempted to identify such mechanisms; thus, the cognitivists' rebellion against
behaviorism and mathematical models of learning involved embracing a different con-
ception of explanation — one in which it was not sufficient to identify laws or math-
ematical regularities in behavior, but actual mechanisms responsible for it. The current
turn downwards into the brain is sometimes represented as reductionistic. Since the
word reduction, however, is understood in a host of different ways, we will not employ
it bere. What it clearly represents is a further step in the continuing quest to identify
the underlying mechanisms responsible for intelligent behavior.

In treating the quest for explanation as a quest for mechanisms, cognitive scientists
are adopting a perspective on explanation that has been widely shared in the life
sciences. For example, biologists seek to explain such processes as energy liberation
and reproduction in animals by characterizing the mechanisms which make these
possible. Discovery of these mechanisms has generally involved identifying a function
that a system performs (providing energy for work, or comprehending and producing
linguistic utterances), decomposing that fanction into component functions, and localiz-
ing those component functions in the physical system (Bechtel and Richardsen, 1993).
Sometimes the decomposition may produce a linear sequence of component functions,
but it need not (see Article 53, STAGE THEORIES REFUTED). The performance of different
tasks may be highly integrated (e-g., through backwards or recurrent connections).
Moreover, sometimes localization will identify one discrete area of the system respons-
ible for a component task, but other times the component function may be distributed
throughout the system. Purther, while researchers may aspire ultimately to identify
the actual physical locus, often they must settle for indirect evidence that such a locus
exists (e.g., by demonstrating that each of two different functions can be preserved
while the other is incapacitated: a double dissociation). Cognitive science, especially
cognitive psychology, can be seen as proposing decompositions of the cognitive sys-
tem. Without invoking neuroscience, the evidence for the underlying mechanisms
performing the different functions remains indirect. The support for these mechanisms
increases when one combines behavioral and neural sources of evidence. -

While the downward pull has not challenged the emphasis on mechanism in cognit-
ive science, some researchers pursuing the outward pull have questioned it and have
advocated a return to an explanatory framework that in some respects resembles that
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of behaviorists and mathematical psychologists. Thus, some advocates of dynamical
analyses (van Gelder, 1995) suggest that it is sufficient to identily critical variables
characterizing the state of systems and to construct mathematical laws to account for
the ways in which the values of these variables change over time. These theorists
reject the idea that information is represented in the system, and that it is repres-
entations that are operated on by different components of the system (see Article 50,
REPRESENTATION AND COMPUTATION). That is, they reject the information processing
perspective,

If there is incommensurability between mechanistic and dynamical models, and
if it tends to correspond to the difference between efforts to go downwards into the
brain and outwards into the environment, then we may have the seeds of a significant
fracture in cognitive science. The developmental psychologist Erik Erikson (1968,
p. 136) coined the appositely awkward expression distantiation to identify what hap-
pens in the life of an individual who repudiates elements in her or his personality
which seem incompatible or threatening. As the areas of coguitive neuroscience and
dynamical systems theory are progressively delineated, they may fortify their gains by
overvaluing their dilferences and hence increasing the distance.

A distantiated future will not satisly many committed to cognitive science. But those
comumitted to an integrated cognitive science may discover that the potential for fracture
is not as serious as it seems. At present the dynamicists' challenge is not fully formed.
Central to the challenge are the notions of information processing and representation,
but these notions are currently vague and must be theoretically regimented. It may
well be that a mature dynamical account will posit genuine informalion processing
and representation, although the representations employed will not be syntactically
structured or sentence-like. The model of syntactically structured or sentence-like rep-
resentations (Fodor's language of thought) is, in any case, under severe attack from a
number of quarters in contemporary cognitive science. Other models of representations
have come to the fore: graphs, maps, holograms, house plans, and other nonsentential
schemes, and many investigators are exploring the idea that the brain may process
information using one or more of these other kinds of representation. The path has
already been cleared by theorists of perception (see Article 18, PErRcePTION, also Article
19, PERCEPTION: COLOR), who have advocated understanding perception in terms of
transformations of spatial or quasi-pictorial representations.

There is further reason to doubt the seriousness of the dynamicist/mechanist rift.
On the one hand, neuroscientists often emphasize that recurrent or backward projec-
tions in the brain outnumber forward connections, suggesting that the brain itself is
a highly interconnected system. Accordingly, they expect that a computation carried
out by any given brain part may be highly influenced by activities elsewhere in the
brain. In such a complex system, those attempting to develop mechanistic accounts
may require the dynamicists’ tools. On the other hand, successful dynamical accounts
relating different brain and environmental parameters themselves call out for expla-
nation. What underlying mechanisms produce the behavior described at an abstract
level by the dynamical equations? Unless one accepts aclion at a distance, one is back
to the search for intermediate processes (in the head), and it is natural to characterize
these processes in terms of how they carry information and represent self and world.
Accordingly, it may be possible for dynamicists and mechanists to coexist within cog-
nitive science, and even to collaborate with each other.
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In the life of cognitive science time is of the essence. Cognitive science is not a static
entity. Nor are the disciplines that comprise it. In its gestation period it lacked institu-
tional organization; integration resulted from the power of the idea of information
processing that suggested a way to view the activities of the nervous system and release

psychology from behaviorism. Between 1960 and 1985 it matured, developing its

identity in terms of computational models of a variety of cognitive activities. With the
support of generous benefactors, it developed its institutional base. But having reached
adulthood, it now recognizes some of the advantages of approaches overlooked in its
development and has been drawn back downwards into the brain and outwards into
the world. As it pursues its adult career, these and other factors will create tensions.
But we are optimistic that cognitive science will not only endure but will develop into
an even more interesting domain of science as it confronts challenges not yet recognized,
devises theories not yet anticipated, and encompasses stances and deploys methods
not yet imagined.
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