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The contention that psychological states are multiply realizable in different substrates
has been used to support the contention that neuroscience is not likely to be very useful
in guiding an understanding how cognition works. But in the context of scientific re-
search, how seriously should we really take this threat of multiple realizability? By
examining how brain areas are identified in neuroscience (where the approach is com-
parative and employs functional criteria), we show that the skepticism about neurosci-
ence’s role in understanding cognition is misguided and that the apparent success of
multiple realizability is based on methodological error. With respect to the former point,
we develop and analyze a representative case in which the organization of the brain
provides crucial information about the organization of the cognitive system. Then we
show that the initial plausibility of claims to multiple realizability rest on (a) mismatch-
ing a broad-grained criterion (to show sameness of psychological states) with a fine-
grained criterion (to differentiate brain states), and (b) a failure to attend to the purposes
for which taxonomies of brain and psychological states are developed.
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Anatomy first, and then physiology; but if physiology first, then
not without anatomy. B. von Gudden (cited in Zeki 1993, 72)

1. Introduction. The claim, originating with Hilary Putnam, that psy-
chological states are multiply realizable, has become orthodoxy in the
philosophy of mind. It is a fundamental tenet of functionalist accounts
of mind, according to which psychological states are to be identified in
terms of their interactions with each other and with sensory inputs and
behavioral outputs. The claim of multiple realizability is the claim that
the same psychological state can be realized by different brain states.
Thus, it is claimed that there is a many-to-one mapping from brain
states to psychological states. Putnam employed the claim of multiple
realizability to argue against the identity theory that was popular in
the 1960s, which sought to identify psychological states with specific
brain states. In sum, if the relation between brain states and psycho-
logical states is many-to-one—the main thrust of multiple realizabil-
ity—then no identity relation holds between them. One common cor-
ollary of this rejection of the identity thesis is the contention that
information about the brain is of little or no relevance to understanding
psychological processes.

Historically, a major inspiration for the multiple realizability argu-
ment was the emergence of artificial intelligence research which at-
tempted to generate computer programs that performed the same cog-
nitive operations as human agents. The guiding assumption was that
if mental activities could be characterized in terms of operations in a
system, then they should be able to be implemented in different hard-
ware or wetware, thereby providing alternative realizations. Taking
this a step further, many philosophers became convinced that the same
mental activities could be realized in brains of aliens with radically
different composition from ours. The upshot of these speculations
about artificial and alien minds is a metaphysical claim that mental
processes are the operations themselves, and are not identified with
whatever biological or other substances realize them. For the most
part, we will have nothing to say about these speculative arguments,
nor are we primarily concerned with the metaphysical claim. Our pri-
mary concern, rather, is with the implication drawn from the multiple
realizability argument that information about the brain is of little or
no relevance to understanding psychological processes. This argument
generally relies not on the mere logical possibility of multiple realiza-
bility, but on the contention that mental or psychological states are
multiply realized in existing biological organisms.

The claim that psychological states are in fact multiply realized is
usually argued on fairly intuitive grounds. It is widely assumed that
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different individuals, even of different species, can be in the same psy-
chological state, characterized either at the folk psychological level or
at the level of information processing psychology. For the most part,
information processing psychology has focused on commonalities in
psychological processes across individuals. Yet, it is well known that
even within a species brains differ. Even within an individual over time
there are differences (neurons die, connections are lost, etc.). Thus,
multiple realizability seems to arise within species (including our own)
and even within individuals. And it is simply compounded as one
moves beyond our species. Putnam (1967), for example, considers pain
in mammals, reptiles, and mollusca, and contends that these organisms
are not likely to be in the same brain state when they experience pain.
Thus, their pains are multiply realized.

This line of reasoning appears plausible, but a proper examination
of neurobiological and cognitive neuroscience practice will show that
the claim that psychological states are in fact multiply realized is un-
justified, and that what is usually taken to be evidence for it, is not. It
is precisely on the basis of working assumptions about commonalities
in brains across individuals and species that neurobiologists and cog-
nitive neuroscientists have discovered clues to the information pro-
cessing being performed.

When Putnam characterizes brain states, he treats them as physical-
chemical states of the brain. While an appeal to physics and chemistry
may be an intuitively plausible way of characterizing brain states, it is
not how neuroscientists characterize them. Actually, the notion of a
brain state is a philosopher’s fiction; a notion closer to what neuro-
scientists would use is activity in the same brain part or conglomerate
of parts. What is then critical to the practice of neuroscientists is how
they identify brain parts. In Sections 2 and 3, by considering how neu-
roscientists map brains, we will demonstrate that the scientifically op-
erative notion of a “brain state” differs from the sort of fine-grained
conception of brain states employed in philosophy; it is more coarse-
grained and linked to an equally coarse-grained notion of psycholog-
ical state.

In Sections 2 and 3 we will focus respectively on the neuroanatom-
ical and neurophysiological practice of carving up the brain. Two as-
pects of these practices will be especially noteworthy: (1) the appeal to
function, especially psychological function, is an essential part of both
the project and its tools, and (2) the cartographic project itself is fre-
quently carried out comparatively—across species. For multiple reali-
zation to be a serious option, brain taxonomy would have to be carried
out both independently of psychological function, and without com-
parative evaluation across species. One might think, at first glance, that
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the ability to make comparisons across species actually depends upon
multiple realizability. In fact, it is the very similarity (or more precisely,
homology) of brain structures which permits us to generalize across
certain species. So in this latter respect, in the context of neuroscientific
research, they are not multiply realized.

If the gloomy implications of multiple realizability were to be taken
seriously, one would not expect results based on comparative neuroan-
atomical and neurophysiological studies to be particularly useful in
developing functional accounts of human psychological processing.
Some advocates of multiple realizability, such as Fodor (1975), have
explicitly contended that, in fact, neural studies have not and will not
enhance psychological understanding.! But within this decade cognitive
neuroscience is rapidly demonstrating the potential for scientific break-
throughs as a result of relating psychological states to brain states. In
Section 4 we will develop an example of decomposing the process of
visual perception into different psychological processes where neuro-
science has indeed been the leading player. This is not the only example
that could be chosen; analyses of brain organization also suggest mod-
els of psychological processing in such domains as language processing,
memory, and attention. In fact, the attempt to use brain organization
to guide the analysis of psychological functions is not new; it has roots
at least as far back as the 19th century. What is new is that the neu-
roscientific tools for decomposing functions have matured to such a
state where they are able to generate robust results that provide fruitful
guides to psychology.

If our case against it is successful, then the appeal of the multiple
realizability doctrine in philosophy requires explanation; in Section 5
we focus on two reasons for its appeal. One major factor is that phi-
losophers appeal to different grain sizes in the taxonomies of psycho-
logical and brain states, using a coarse-grain in lumping together psy-
chological states and a fine grain in splitting brain states. When a
common grain size is insisted on, as it is in scientific practice, the plau-
sibility of multiple realizability evaporates. Another reason that the
multiple realizability argument has seemed plausible is that it is pre-
sented in a contextual vacuum. Its advocates have typically failed to
provide us with a context in which to ask whether two occurrences
involve the same or different psychological or brain state. There are
different contexts for constructing taxonomies, and these will result in

1. An alternative view of the implications of multiple realizability for relating neuro-
scientific and psychological explanations, with which we are sympathetic, is developed
by Richardson (1979), who argues that the multiple realizability embraced by func-
tionalism is fully compatible with reductionism, properly understood.
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different grain sizes for both psychology and neuroscience. In assessing
individual differences, researchers will adopt a fine-grained analysis of
both psychological and brain states. In developing an evolutionary per-
spective, researchers will adopt a coarse grain. Context matters to the
type of taxonomy one develops, and the philosophical failure to attend
to context has resulted in an artificial comparison of psychological and
brain states.

2. Neuroanatomical Approaches to Mapping the Brain. The task of map-
ping the brain has been challenging and controversial one. The brain
does not come pre-delineated into parts, no more than does the world’s
geography. Rather, investigators have to decide what kinds of criteria
to use to mark borders. Some of the differentiation of brain areas in
higher mammals is rather straightforward. For example, the cerebel-
lum is rather sharply differentiated from the cerebral cortex, and within
the cerebral cortex the various gyri and sulci are rather well differen-
tiated and have been assigned labels. While these features are often
useful reference points, neuroscientists have not found them adequate.
One shortcoming is that there is considerable individual variability
within species in the location of the various gyri and sulci. Another is
that areas delineated by gyri and sulci have little correspondence to
functionally significant areas.

One of the most celebrated maps of the brain was produced at the
beginning of the 20th century by Korbinian Brodmann. The neuron
doctrine was just gaining acceptance as Brodmann was conducting his
research. According to this theory, nerve fibers are seen to be individual
cells, as opposed to an uninterrupted syncytium, or network of fibers;
furthermore, each neuron is seen to be composed of an axon and den-
drites, and separated from adjacent neurons by a gap, or synapse. New
stains, such as the Golgi stain, which made it possible to determine that
neurons were separate cells, also made it possible to recognize different
types of neurons in the cortex, and to discover that the cortex generally
consisted of six different layers of neurons (which manifested them-
selves in stain preparations due to different cell types and densities).
Not only were there differences between layers of cortex, but it became
apparent to Brodmann as well as a number of contemporaries that
there were significant differences between regions of cortex, according
to such features as the types of cells found and the thickness of different
layers. Relying on such criteria, Brodmann (1909) developed his map
of 47 brain areas in the human cortex (Figure 1).

Two points are especially noteworthy about Brodmann’s map. First,
Brodmann’s goal of identifying different regions of the brain was to
distinguish areas of the brain which performed different functions: “Al-
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Fig. 1 Korbinian Brodmann’s (1909) lateral-view map of the human cortex. He diffe-
rentiated brain areas primarily in terms of the thickness of different layers of cortex and the
type and density of neurons in these layers. Brodmann numbered areas of the cortex in
the order in which he studied them. Areas 1, 2, and 3 constitute what we now take to be the
sensory cortex, area 4 the primary motor cortex, and area 17 the primary visual cortex.

though my studies of localisation are based on purely anatomical con-
siderations and were initially conceived to resolve only anatomical
problems, from the outset my ultimate goal was the advancement of a
theory of function and its pathological deviations” (1909/1994, 243).
It is because they were likely to be functionally important that Brod-
mann thought cytoarchitectonic differences should matter in differen-
tiating areas. Second, in identifying brain regions, Brodmann worked
comparatively. Thus, in defending the claim of six different layers in
cortex, he reports preparations made from 55 species ranging over 11
different orders of mammals, and presents diagrams from the cat, wal-
laby, kinkajou, and rabbit, as well as the human. When he turns to
mapping the cortex, Brodmann presents maps for several other species
in addition to humans: two lower monkeys (guenon and marmoset),
lemur, flying fox, kinkajou, rabbit, ground squirrel, and hedgehog, us-
ing the same numbering systems to identify homologous areas in the
different species. (Compare Figure 2, Brodmann’s map of the guenon,
with Figure 1.) From these maps he argues that there is similarity in
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Fig.2 Brodmann’s (1909) lateral-view map of the cortex of the guenon. Brodmann adapted
the same numbering system as he used on the human brain for each species that he studied.
In some species some areas identified in the human brain were not identifiable, but each
region of the cortex that was identified in a given species was associated with a region of the
human cortex.

the overall patterns of parcellation, constancy in broader regions (pre-
central, granular frontal region, etc.) across species, and persistence of
individual areas. While Brodmann also drew attention to differences
between species, his primary concern was to show commonalities in
brain regions, not differences.

Brain maps were controversial, and Brodmann was not the only
scientist engaged in this project. He worked in the Institute for Brain
Research in Berlin, which was headed by Oskar Vogt, who together
with Cécile Vogt, offered a map which divided the brain into many
more regions. The ambiguities in identifying regions of the brain are
well illustrated by two major critics of brain mapping, Karl Lashley
and George Clark. To make their point, they set out to map the cortex
of the spider monkey (Ateles geoffroyi). Each took a different animal,
and developed his own map. Even though they report having relied on
the same techniques and on established accounts of primate brain or-
ganization, they found significant differences in the maps they gener-
ated. Some of these were presumably due to differences between the
two animals, while others were due to the ambiguities in developing
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cortical maps. Despite these difficulties in arriving at a “correct” map,
and recognized deficiencies in his map, Brodmann’s map was widely
accepted, and is still used today as a common basis for referring to
brain regions.

Many of the advances beyond Brodmann in the current day involve
developing maps of the brain with much finer resolution. For example,
working just in the visual areas of the macaque, David van Essen and
his collaborators have differentiated 32 different processing areas (Fel-
leman and van Essen 1991). These are shown in Figure 3, with the most
prominent areas labeled and shaded. Just as with Brodmann, there
remains considerable uncertainty as to exactly how many brain regions
there are. Moreover, there are a variety of tools neuroanatomists use

SOMATO-
SENSORY

AUDITORY

Fig. 3 Flat map of the right hemisphere of the macaque identifying major subcortical and
cortical visual processing areas (van Essen and Gallant 1994, 2). The blob and interblob
structure as well as layer 4B are differentiated on the expanded representation of VI while
the thin, thick, and interstrip regions of V2 are shown. At the upper left are lateral and
medial views of the right hemisphere showing where the respective cortical areas are on the
three-dimensional cortex. Reprinted with permission of the Cell Press and David C. van
Essen.
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to identify brain regions. Felleman and van Essen single out three dif-
ferent sets of criteria that figure prominently in their study: architec-
tonics, connectivity, and topographical organization. They note that
architectonics, Brodmann’s tool, has been useful in identifying only a
minority of the areas of visual cortex. Topographical organization,
which refers to the orderly projection of the visual field over each area,
was useful in distinguishing about half of the areas.? Finally, connec-
tivity patterns between putative areas were useful for distinguishing
and identifying almost all of the visual areas. Topographical organi-
zation and connectivity are, even more clearly than architectonics, fea-
tures of functional import. Connectivity is important insofar as it pro-
vides the vehicle for information to be sent from one processing area
to another. Preservation of the topographical arrangement of the visual
scene, as projected onto the retina, in other processing areas allows the
brain to use spatial relations in the processing area to stand in for
spatial relations in the visual scene. Moreover, as we shall see in Section
4, the interest in mapping the visual cortex derives from the assumption
that the areas that are distinguished will perform different information
processing activities. Lastly, we should emphasize that while van Es-
sen’s ultimate interest is in human visual processing, this work has been
carried out on the macaque. The clear assumption is that the neural
organization in the macaque will provide a defeasible guide to the hu-
man brain.

3. Use of Psychological Function in Brain Mapping: Deficits, Stimula-
tion, and Neuroimaging. So far we have focused on attempts to map
the brain that rely primarily on neuroanatomical criteria. We have seen
that such brain mapping has had as its goal dividing the brain into
functionally relevant areas. But these neuroanatomical studies are not
the first, nor even the primary tools that have been used in brain map-
ping. Neurophysiological approaches came first, and some neurophys-
iological techniques make even more explicit reference to psychological
function. Just as with the more neuroanatomical endeavors just dis-
cussed, neurophysiological studies are frequently comparative.

One of the first to map psychological function to the brain was Franz
Josef Gall, who proposed brain loci for 27 psychological faculties of
widely different sorts (e.g., instinct for reproduction, love of offspring,

2. Topographical organization is often identified physiologically through recording
from individual cells and comparing the receptive fields of cells in different areas, but
it was often first identified neuroanatomically, either through staining axons, tracing
pathways of nerve degeneration, or through autoradiography with radioactive tracers.
See, e.g., Cragg 1969 and Zeki 1969.



184 WILLIAM BECHTEL AND JENNIFER MUNDALE

memory of things and facts, memory of words, mathematical ability,
and sense of metaphysics). While Gall was a superb neuroanatomist,
in this endeavor he relied on the cranium, not the brain itself, on the
mistaken assumption that the protrusions and indentations in the cra-
nium corresponded to oversized or undersized brain areas. He further
assumed that increased brain volume devoted to a psychological fac-
ulty would result in increased performance of its function. The oper-
ative tool in his endeavor was to correlate protrusions and indentations
of the skull (assuming these reflected underlying brain regions) with
increased or diminished activities of the psychological faculties in an
individual. Although many of the assumptions underlying Gall’s pro-
gram turned out to be incorrect (and his approach to identifying cor-
relations flawed), Gall set the agenda for many subsequent researchers,
who adopted the label neophrenologists (after the name Gall’s onetime
collaborator, Spurzheim, applied to their program).

What is significant for our purposes about Gall is that he demar-
cated cranial areas in light of psychological functions, insuring that
function was built into the characterization of the region. He based his
claims on a comparative study of skulls, and contended that 19 of his
27 faculties were common to both humans and animals. The attempt
to correlate skulls and psychological faculties was quickly recognized
to be a failure, but other researchers soon found other ways to localize
psychological faculties in the brain. One approach was to focus on
deficits in psychological capacities that followed damage to particular
parts of the brain, either damage arising naturally or induced by le-
sioning the brain. The locus classicus for this sort of endeavor was Paul
Broca’s (1861) research relating damage to the third convolution of the
left frontal lobe with loss of articulate speech. Language is perhaps the
best known cognitive domain in which deficits have been correlated
with brain damage, but in fact deficit studies have been applied to many
other domains, including vision (as we will discuss below). In the case
of language, deficit studies have been restricted to humans since hu-
mans have the best-developed language system. Nonetheless, it is im-
portant to note that in interpreting these deficits, researchers implicitly
reject multiple realization among human brains and assume that dam-
age to a brain area in anyone will result in a deficit to a particular
cognitive function that is performed by that area in undamaged brains.
Moreover, cross-species comparisons are sometimes employed even in
the study of language processing. To understand what cognitive pro-
cessing a given area contributes to language processing, researchers
may examine the deficits arising in other species with lesions in the
same the areas indicated for language performance in humans (Deacon
1997).
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While deficit studies have played an important role in attempts to
localize psychological function in the brain, there are well-known prob-
lems in analyzing deficits. One is that although the correlation of a
deficit with a brain region does show that the brain region is necessary
for the normal performance, it does not reveal what that brain region
contributes to normal performance. Its contribution could be quite an-
cillary to the function involved. (For example, damage to the bus of a
computer will interfere with its ability to execute steps in a word pro-
cessing program, but this would not show that the bus was the locus
of the performance of these steps.) An alternative approach is to use
mild electrical stimulation to excite the suspected area in normally func-
tioning organisms and determine what psychological activity is thereby
increased. The challenge is to detect the increased performance. In hu-
mans, where verbal reports can be elicited from stimulated subjects,
Wilder Penfield and subsequent investigators used this approach to
map somatosensory cortex as well as in more controversial attempts
to localize such psychological states as specific memories. The classical
use of this approach was to identify regions of the brain related to
specific behaviors. In 1870 Gustav Fritsch and Eduard Hitzig devel-
oped techniques for stimulating brain areas of a dog with relatively
weak currents and found that this generated muscular movements on
the opposite side of the body. Subsequently, David Ferrier (1886)
greatly extended this approach.

Ferrier’s study was explicitly comparative: he reported stimulation
experiments on macaque monkeys, dogs, jackals, cats, rabbits, guinea-
pigs, rats, pigeons, frogs, and fishes. The studies on pigeons, frogs, and
fishes elicited very few locations where stimulations could elicit any re-
sponses. But in all of the mammals he found a number of such sites
(Figure 4). To make the findings comparable, Ferrier attempted to de-
termine homologous structures according to sulci-defined bordersin the
brains of monkeys, dogs, jackals, and cats. He then charted the locations
at which specific responses could regularly be produced, employing a
common numbering system for responses for all species (Table 1). Fer-
rier could not do similar experiments on humans; nonetheless, in the final
chapter he projects his results onto the human brain (Figure 5), again
using superficial reference points such as gyri and sulci as his guides.

Ferrier was not just eliciting responses from various areas of cortex;
his deeper interest was in understanding the contribution of various
areas of cortex. Thus, he contended that some of the responses were
not specifically motor, and introduced lesion studies to complement
stimulation studies in determining the specific contribution of an area:

The mere fact of motion following stimulation of a given area does
not necessarily signify a motor region. The movements may be the
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TABLE 1. Areas the Ferrier Found to Respond to Mild Stimulation

1. Opposite hind limb is advanced as in walking
2. Flexion with outward rotation of the thigh, rotation inwards of the leg, and flexion
of the toes
3. Movements comparable to 1 and 2, plus movements of the tail
4. Opposite arm is adducted, extended, and retracted, the hand pronated
5 Extension forward of the opposite arm (as if reaching or touching something in
front)
a,b,c,d  Clenching of the fist
6. Flexion and supination of the forearm
7. Retraction and elevation of the angle of the mouth
8. Elevation of the ala of the nose and upper lip
9. Opening of the mouth, with protrusion of the tongue
10. Opening of the mouth, with retraction of the tongue
11. Retraction of the angle of the mouth
12. Eyes open widely, pupils dilate, and head and eyes turn to the opposite side
13,13’ Eyes move to the opposite side
14. Pricking of the opposite ear, head and eyes turn to the opposite side, pupils dilate
widely
15. Torsion of the lip and semiclosure of the nostril on the same side

result of some modification of consciousness incapable of being
expressed in physiological terms, or they may be reflexes; or they
may be truly motor in the sense of being due to irritation of a part
in direct connection with the motor strands of the crus cerebri and
spinal cord. The method of stimulation is by itself incompetent to
decide these questions, and requires as a complement the strictly
localised destruction of these areas stimulation of which gives rise
to definite motor manifestations. (1886, 268)

Ferrier, relying on a combination of lesion studies and stimulation
studies, argued that visual processes were localized in the angular gyrus
(areas marked 13 in the stimulation maps, where the behavioral re-
sponse consisted in movement of the eyes) and the occipital lobe,* while
auditory processes are localized in the temporal cortex (areas marked
14 on the stimulation maps, where the behavioral response consists in
the pricking of the opposite ear and head turning). The combination
of relatively specific motor responses, and loss of motor responses with

3. Other researchers had already argued for localizing vision in the striate cortex of the
occipital lobe; Ferrier initially rejected any role of the occipital lobe in vision, and
subsequently allowed it a role, but only in conjunction with the angular gyrus. One
factor that probably mislead Ferrier was that his lesions of the angular gyrus also cut
the underlying visual pathways from the lateral geniculate nucleus of the thalamus to
the occipital lobe (Finger 1993). As well, his lesions of the occipital lobe likely spared
some of the areas responsible for foveal vision (Gross 1998), thereby misleading him
into thinking that the occipital lobe was not necessary for vision.
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lesions, led Ferrier to treat the areas on the two sides of the central
fissure (Fissure of Rolando) as the primary motor areas.

Recently-developed techniques permit imaging of activity in the
brain associated with cognitive activities. First positron emission to-
mography (PET) and more recently functional magnetic resonance im-
aging (fMRI), have provided an additional approach to identifying
brain areas linked to psychological function. It is important to bear in
mind that neither of these techniques measures brain activity (e.g., the
firing of neurons) directly, but rather blood flow, which is taken to be
an indirect measure of brain activity. There are also a number of com-
plex epistemological issues concerning the interpretation of imaging
studies, which we will not go into here (see Bechtel in press). From our
vantage point, what is important about these techniques is the central
place analysis of psychological processes plays in them. Researchers
generally do not do a neuroimaging study to see what areas are in-
volved in performing an overall task, such as reading a word or solving
a problem, since huge portions of the brain are active in most psycho-
logical activities. Many researchers employ the subtractive method to
focus on brain activities associated with component psychological pro-
cesses. The subtractive method was developed by Donders in the mid-
19th century for use in purely behavioral studies using reaction time.
In this method in reaction time studies researchers choose two tasks
that are thought to differ in just one or a few basic operations. They
then subtract the time required to perform one task from that required
to perform another task that is thought to involve all the same steps
plus one or more additional ones. If the steps were performed serially,
the difference in the reaction times between the two tasks can be at-
tributed to the extra steps required. In neuroimaging, subtraction is
applied spatially: for every pixel in the multiple slices taken through
the brain, one subtracts the activation level registered for performing
one task from that generated in performing another task which is
thought to include all the steps required for the first task, plus addi-
tional ones.

The approach is illustrated in a now classic study by Petersen et al.
(1989), in which subjects were required in different trials to read nouns
or listen to nouns, to say them aloud, and to generate verbs appropriate
to them. All of the processing required for reading the nouns was
thought to be involved in saying them, and all of the processing in-
volved in saying them was thought to be involved in generating related
verbs. Thus, the areas active in the first task were subtracted from the
areas active in the second, so that the difference image is designed to
indicate areas employed in just one component psychological function
(constructing the pronunciation or generating the verb).
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Identifying brain areas through neuroimaging depends critically on
the cognitive tasks subjects are asked to perform; thus, the possibility
of multiple realizability is restricted at the outset. Three other aspects
of neuroimaging research are particularly relevant to the question of
multiple realizability. First, there are differences between individual
brains and researchers have found it necessary to refer to a common
atlas (often the Talairach and Tournoux 1988 atlas) in order to des-
ignate which areas were active. Since each brain is anatomically dif-
ferent, this requires a mapping of different brains onto the common
atlas. (This step is less critical in fMRI since one can map the functional
results onto a structural MRI image of the same brain. But if one wants
to compare active areas across studies, the preferred basis is in terms
of coordinates in the Talairach and Tournoux atlas or proposed suc-
cessors; see van Essen et al. 1998.) Second, in PET especially, but also
in MRI, the signal to noise ratio is relatively low, requiring averaging
across subjects. Averaging will cancel out individual differences; thus,
the fact that any results at all survive averaging as well as transfor-
mation onto a common brain plan indicates a great deal of common-
ality. This alone suggests much less variability than the multiple real-
izability arguments would allow.* Finally, researchers are generally
interested in identifying activation areas with neuroanatomically dis-
tinguished areas. However, most neuroimaging to date is performed
on humans while the most detailed neuroanatomical and neurophysi-
ological work (using, e.g., single-cell recording) has been done on other
species. As a result, researchers often have to try to coordinate the
imaging work on humans with neuroanatomy from other primate spe-
cies (especially the macaque), and thus are assuming that cognitive
functions are not differently realized in the two species. Currently, re-
searchers are trying to develop additional bridging techniques by trying
to find ways to perform fMRI studies on awake, behaving monkeys.

4. Decomposing Visual Processing: Using the Brain to Guide Cognitive
Decomposition. In the previous section our focus was on how the iden-
tification of brain parts itself relied on (1) functional considerations
that were frequently psychological in nature, and (2) cross-species com-
parisons. Both of these features undercut the possibility of finding in-
stances of multiple realization of psychological states within terrestrial
animals. In this section we turn directly to the task of decomposing
psychological function. If the taxonomies of brain states and psycho-

4. Averaging can also conceal small differences in the areas of greatest activation. This
can be particularly serious when the activity falls near the boundary of a processing
area.
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logical states were as independent of each other as the multiple real-
izability argument suggests, brain decomposition would be a poor
guide for psychological decomposition. But we will show how under-
standing of psychological function is being fostered by appeal to the
brain and its organization. We use research on visual processing as our
example. The standard view of visual processing in cognitive science is
that it is an inferential process that builds up step-by-step from very
local information about features of the visual array to a comprehensive
perception of the visual scene (Marr 1982, Fodor and Pylyshyn 1981).
This portrayal seemed to draw support from Hubel and Wiesel’s (1962,
1968) discovery of a hierarchy of feature detectors (simple, complex,
and hypercomplex) in primary visual cortex (V1) and the adjacent area
V2. Beyond that, however, most research in psychology and Al has
been guided principally by information processing considerations, not
information about brain organization. Yet, research on the neural
structures of the visual system is suggesting a decomposition of visual
processing that was not anticipated by psychological or artificial intel-
ligence research but which has, in the 1990s, been adopted by research-
ers in those disciplines.’

Neuroanatomical studies from the late 19th and early 20th century
had established that the primary connections between the retina and
the cortex in mammals was via a channel passing through the lateral
geniculate nucleus of the thalamus in the mid-brain to the rear of the
occipital lobe of the cortex (Figure 6).° The projection area at the rear
of the occipital cortex, located on the banks and lips of the calcarine
sulcus, is distinguished by a striation pattern (discovered by Francesco
Gennari in 1782) and hence is often referred to as the striate cortex (its
distinctive cytoarchitecture was recognized by Brodmann and since it
was the 17th area of cortex he examined, it has also come to be known
as Brodmann’s area 17). Around the turn of the century, neuropa-
thologists such as Salomon Eberhard Henschen (1893, 1903) demon-

5. During the 1990s as well, theorists have proposed a radical reconception of what the
goal of visual processing is. Rather than involving the construction of a complete rep-
resentation of the visual world, Ballard (1991) in his program of animate vision and
Churchland, Ramachandran, and Sejnowski (1994) in their critique of pure vision,
argue that the visual system only needs to support extraction of information about the
visual world that is needed to guide different forms of action.

6. In non-mammalian vertebrates, the primary pathway is from the retina to the optic
tectum, known as the superior colliculus in mammals; this pathway still exists in mam-
mals and, amongst other things, sends projections to the pulvinar in the thalamus and
from there to other visual areas in the cortex. This pathway is generally recognized to
play a role in controlling saccadic eye movements, but Milner and Goodale (1995) offer
evidence that it figures in mammals’ ability to orient towards visual targets.
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Fig. 6 The primary neural pathway in mammals from the retina to primary visual cortex
in the occipital lobe. Nerves project from the retina to the lateral geniculate nucleus of the
thalamus, and from there to primary visual cortex. At the optic chiasm, nerves carrying
information from the right visual field of each eye (shown in dark) join and project to the
left lateral geniculate nucleus and primary visual cortex; nerves carrying information from
the left visual field likewise project to the right primary visual cortex. The six-layer structure
of the lateral geniculate nucleus is shown in the box on the left. Figure reprinted with per-
mission from Zeki 1993, 25.

strated that various forms of damage to this area result in different
forms of blindness: complete destruction of the striate cortex on one
side leads to blindness for the contralateral half of the visual field
(hemianopia), whereas damage to one lip of the sulcus results in blind-
ness in one quarter of the visual field (quadrantanopia). Damage to a
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smaller area produces blindness in a small part of the visual field (sco-
toma). Henschen argued for a highly localized mapping from the retina
to the striate cortex; although the mapping that has been accepted
reverses that proposed by Henschen (he mapped the fovea of the retina
onto the anterior portion of the striate cortex), the idea of topological
mapping has been widely supported.

Despite proposals to localize visual functions such as color process-
ing outside the striate cortex, the standard view in the first half of the
20th century was that basic visual processing (perception) occurred in
the striate cortex; the areas surrounding the striate cortex, Brodmann’s
areas 18 and 19, were construed as association areas in which visual
impressions could be related and interpreted in terms of previous visual
impressions. The account of how these association processes were rec-
ognized was left quite vague. One reason for this was that the cytoar-
chitectonic and myeloarchitectonic tools available in the first part of
the 20th century failed to differentiate any areas within areas 18 and
19; even the distinction between the areas was not very sharp. Thus,
even though von Bonin and Bailey’s (1951) areas OA and OB corre-
spond approximately to Brodmann’s areas 18 and 19, they employed
merging colors in their map because of uncertainty about the actual
boundary. Lashley and Clark (1946) were generally critical of efforts
in brain cartography to distinguish areas beyond the primary sensory
and motor areas, and they argued that in fact there was no distinction
among Brodmann’s areas 7 (in the posterior parietal cortex) 18, and 19.

One of the first suggestions that Brodmann’s areas 18 and 19 might
contain distinct visual processing areas came from Cowey (1964), who
demonstrated a second topographically organized area in a part of
Brodmann’s area 18, immediately adjoining primary visual cortex (V1),
which came to be known as V2. Using single-cell recording, Hubel and
Wiesel (1965) confirmed the topographical organization of this area
and identified yet a third area, V3, in Brodmann’s area 18. Cragg (1969)
and Zeki (1969) found further systematic projections from V1 to other
areas within Brodmann’s areas 18 and 19, which came to be known as
V4 and either V5 or MT, indicating that the same topographical
arrangement was preserved in each of these areas. Areas V2, V3, V4,
and MT are deep in the lunate and superior temporal sulci in the ma-
caque; their locations, though, are easily indicated in horizontal slices
(Figure 7). Initially there seemed to be few anatomical differences be-
tween these areas; the main difference was that as one proceeded
further from V1 the size of the receptive fields of the cells increased,
indicating a less detailed mapping. After Margaret Wong-Riley’s
(1979) application to these areas of a stain for cytochrome oxidase
activity, which figures in the basic metabolism of the cell, researchers
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Fig. 7 Horizontal slices through the visual cortex of the macaque. (a) A slice stained to
reveal the cytoarchitecture of the cortex. The stain reveals the striated area, which is labeled
V1; the arrow marks the boundary between striate cortex and prestriate cortex, which ex-
hibits a uniform cytoarchitecture. (b) A horizontal slice indicating boundaries between areas
within prestriate cortex. Figure reprinted with permission from Zeki 1993, 91.

found a pattern of alternating thin and thick strips extending from the
cortical surface to the white matter in V2. Application of cytochrome
oxidase stain to V1, on the other hand, reveals a pattern of columns
that appear as blobs in cortical layers 2 and 3. But cytochrome oxidase
stain failed to differentiate areas V3, V4, and V5.

To determine the function of the different visual areas, Semir Zeki
turned to single-cell recording so as to identify stimuli that would ac-
tivate particular cells in these regions. In V5 he discovered cells that
were sensitive to motion in different directions, but not affected by the
color of the stimulus (Zeki 1974). Since V5 is buried in the superior
temporal sulcus, Zeki had to pass his electrodes through V4 on the way
to their targets in V5. Accordingly, he sought to identify stimuli that
would drive these cells, and discovered that cells in V4 were especially
sensitive to the wavelength of the stimulus (Zeki 1977).

These studies were necessarily limited to non-human primates
(mostly the macaque and the owl monkey). Initially the only way to
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extend the results to humans was to analyze patterns of deficits found
in patients. Clinical reports of patients with selective deficits in color
processing or motion processing extend back to the 19th century and
offered some support for the claim that these were processed by sepa-
rate parallel pathways. But it is difficult to localize the site of the func-
tional area through lesions since, in addition to the shortcomings noted
above, lesions typically do not respect anatomical boundaries. The ad-
vent of neuroimaging techniques provided a second route for localizing
distinct visual functions in humans, and Zeki et al. (1991) used PET to
support the claim of distinct processing areas for color and motion in
humans. Even with the advent of neuroimaging, permitting localization
of processing areas in humans, research on brain visual areas remains
fundamentally dependent on monkey research where more detailed
neuroanatomical and neurophysiological studies have been possible.
The work we have reviewed so far supported a decomposition of
visual processing at a relatively micro-level. In 1982 Leslie Ungerleider
and Mortimer Mishkin advanced a decomposition at a more macro-
level.” Relying largely on lesion studies in monkeys (the first study in
this series was Pohl 1973), they differentiated two main routes for pro-
cessing visual information (Figure 8). From striate cortex, one route
proceeds ventrally into posterior temporal cortex along the inferior
longitudinal fascilus to areas TEO and TE. Based on the fact that
lesions in the posterior temporal area result in loss of pattern discrimi-
nation and that lesions in TE in particular result in failure to recognize
previously presented objects, they assigned to this pathway the task of
analyzing “‘the physical properties of a visual object (such as its size,
color, texture and shape)” (Mishkin et al. 1983, 20). Since there are
neural pathways between TE and limbic structures in the temporal lobe
and ventral portions of the frontal cortex, Mishkin et al. further
claimed that this area figures in assigning meaning to visual stimuli.
One feature of neurons in the ventral pathway is that as one proceeds
further, the cells have increasingly large receptive fields, suggesting that

7. Ungerleider and Mishkin were not the first to attempt to decompose visual processing
into separate pathways, although they were the first to distinguish two pathways within
the cortex. In mammals, the primary distinction considered was that from the retina to
the optic tectum or superior colliculus and that from the retina through the lateral
geniculate to the primary visual cortex. Schneider (1969; see also Trevarthen 1968)
proposed that the pathway through the superior colliculus figured in the ability to
localize stimuli in visual space, whereas the pathway through the lateral geniculate to
the visual cortex was employed in identifying the stimulus. Another differentiation be-
tween pathways was also proposed for the frog, where the pathway through the lateral
geniculate has not yet evolved. Ingle (1973, 1982) differentiated a pathway from the
retina to the optic tectum in the midbrain, which figures in catching prey and avoiding
predators, and a pretectal system that guides locomotion around barriers.
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Fig. 8 Mishkin, Ungerleider, and Macko’s (1983) portrayal of two pathways originating
in primary visual cortex. The dorsal pathway from V1 up to the posterior parietal cortex
(area PG) is interpreted as processing information about the location of a stimulus (where),
and the pathway from V1 down into superior temporal cortex (areas TEO and TE) is inter-
preted as processing information about the identity of a stimulus (what).

they become responsible for recognizing objects independently of where
they appear in the visual field. Performing a location-independent
identification, they contend, requires discarding any location informa-
tion:

It is significant that by virtue of the extremely large visual receptive
fields of inferior temporal neurons this area seems to provide the
neural basis for the phenomenon of stimulus equivalence across
retinal translation; i.e. the ability to recognize a stimulus as the
same, regardless of its position in the visual field. But a necessary
consequence of this mechanism for stimulus equivalence is that
within the occipitotemporal pathway itself there is a loss of infor-
mation about the visual location of the objects being identified.
(Mishkin et al. 1983, 21)

The other route proceeds from prestriate cortex dorsally into the
posterior parietal cortex. Lesions in the posterior parietal cortex in
monkeys result in failure to be able to select a response location on the
basis of a visual landmark, suggesting that this pathway figures in “per-
ception of spatial relations among objects, and not in their intrinsic
qualities” (ibid.). Further studies revealed that parietal area PG is re-
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sponsive to tactile input as well as visual, suggesting that it processes
multisensory spatial information. Unlike the ventral pathway, this pa-
rietal pathway is limited to input from the contralateral part of the
visual field. Moreover, whereas the temporal pathway is primarily sen-
sitive to foveal areas, the parietal pathway is equally sensitive to foveal
and peripheral areas.

Livingstone and Hubel (1988) expanded Mishkin et al.’s proposal
by linking their division into two pathways with an already discovered
division between parvocellular and magnocellular pathways from the
retina to V1 and the differentiation of areas in V1 made on the basis
of stains for cytochrome oxidase. In brief, their comprehensive pro-
posal was that different cells in the retina, which differ in their size,
receptive fields, conductance velocities, and duration of response, pro-
ject to cells in different layers of the lateral geniculate nucleus, and
these in turn project to different cells in V1 and V2. In a further section
of their paper they address human perception and interpret a wide
range of behavioral studies in terms of the differentiation of two visual
systems. They then ask the question “why should the visual system be
subdivided?” Their answer is evolutionary:

while the magno system is sensitive primarily to moving objects
and carries information about the overall organization of the visual
world, the parvo system seems to be important for analyzing the
scene in much greater and more leisurely detail. These postulated
functions would be consistent with the evolutionary relation of the
two systems: the magno system seems to be more primitive than
the parvo system and is possibly homologous to the entire visual
system of nonprimate mammals. If so, it should not be surprising
that the magno system is capable of what seem to be the essential
functions of vision that an animal uses to navigate in its environ-
ment, catch prey, and avoid predators. The parvo system, which
is well developed only in primates, seems to have added the ability
to scrutinize in much more detail the shape, color, and surface
properties of objects, creating the possibility of assigning multiple
visual attributes to a single object and correlating its parts. (Liv-
ingstone and Hubel 1988, 32)

Although Livingstone and Hubel pointed to behavioral and percep-
tual studies with humans to support the decomposition, all the research
supporting the two pathway analysis to that point had been done with
various species of monkeys. Subsequently Haxby et al. (1991) used PET
to extend the findings to humans, showing increased activation in
parietal areas on a dot matching task that requires spatial processing
and increased activation in temporal areas on a face matching task,
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providing evidence of a similar decomposition in humans. What is
more interesting, from our perspective, is how the distinction, once
made on the basis of neurobiological research, has been extended to
purely behavioral research in psychology and to computational mod-
eling. The computational modeling with neural networks, first by
Rueckl, Cave, and Kosslyn (1989) and later by Jacobs, Jordan, and
Barto (1991), identified computational efficiency and other beneficial
consequences of employing separate processing for what and where
information.

One behavioral domain in which the neurobiological distinction pro-
vided valuable heuristic guidance was in the speed-of-processing liter-
ature. Most research in that field pointed to a single “global processing-
time coefficient that characterizes the speed of all of an individual’s
basic cognitive processes” (Hale and Jansen 1994, 388). Hale and Jan-
sen, for example, employed a host of different behavioral measures
(choice reaction time, letter classification, visual search, abstract
matching, line-length discrimination, mental rotation, mental folding)
and were unable to find any variable that generated a distinction. Two
years later, however, Hale, following the decomposition suggested by
the neural anatomy, designed tasks that would selectively require object
identity or object location, and now found through a principal-
components analysis two factors: a general speed of processing factor
and a what/where factor (Hale, Chen, Myerson, and Simon 1996).

The account of two processing systems we have presented, following
Mishkin and Ungerleider and Livingstone and Hubel, while offering a
novel decomposition of the visual processing system that accounts for
a great deal of the data, turns out to be too simple. We described above
the research of Felleman and van Essen (1991) identifying 32 different
processing areas in the macaque. Their work also shows that the dif-
ferent processing areas are highly interconnected. On average, each of
these areas receives inputs from and sends outputs to 10 different areas;
as a result, approximately 1/3 of the possible interconnections between
areas are realized. Most of these are reciprocal. Moreover, there is a
substantial amount of cross-talk between components that Livingstone
and Hubel identified as parts of the different processing streams. This
is shown, for example, by the fact that cells in the blob region of V1
are driven even in the absence of inputs from the parvocellular pathway
through the LGN, suggesting cross-over from the magnocellular sys-
tem. For another example, cells in V4, usually identified as part of the
what system, also receive input from V3, part of the where system (for
a review, see Merigan and Maunsell 1993). The evidence seems to sug-
gest that one can identify different primary processing streams along
the general lines suggested by Ungerleider and Mishkin, but that the
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distinctions are not absolute and when one pushes to a further level of
resolution, the decomposition of processing mechanisms in visual cor-
tex will be more complex than the simple what/where account suggests.
(Figure 9 indicates both the functional specification of areas in the
different processing streams and the more important interactions be-
tween the streams.)

As neurobiologists produce a more complex account of the pro-
cessing pathways involved in vision, the question emerges as to whether
the complications serve to advance cognitive or psychological theoriz-
ing. Milner and Goodale (1995) offer an intriguing idea that may prove
useful in further cognitive theorizing. They note that the accounts of
different processing pathways to date have focused on the input chan-
nels but that one could also focus on the output channels and the
question of how processing in different parts of cortex is used. They
contend that the output of the dorsal stream (Mishkin and Unger-
leider’s where system) figures rather directly in action whereas the ven-
tral stream is used in higher primates for perception and higher cog-
nitive tasks (Livingstone and Hubel 1988, made a similar point in the
passage quoted earlier). Their focus is primarily on the dorsal stream,
and they argue that the response of cells in the dorsal processing stream
is influenced by behaviors undertaken as well as stimulus input. Milner
and Goodale propose that much of the processing in this stream in-
volves the transformation of spatial coordinates of visual inputs into
coordinates required for various action systems (e.g., eyes or limbs),
although some of it seems to involve coordination of information about
visual shape with appropriate responses for grasping objects, etc. Dif-
ferent transformations are segregated in different parts of the parietal
pathway. Further, different areas will utilize different components of
the input processing which are most useful for the kind of action being
controlled.

From this perspective, the two streams should not be construed as
two largely separate routes running all the way through the visual sys-
tem. Rather, the processing components early in the visual system take
on responsibility for processing different kinds of information about
visual scenes. Later areas in the system are dedicated to solving specific
sorts of problems (e.g., coordinating limb movements), and extract
from relevant earlier processes information relevant to those respective
tasks. This is just the sort of decomposition that can guide further
cognitive analysis of visual cognition and the development of compre-
hensive information processing models of visual processing.

The research on visual processing that we have recounted here is
intended to indicate the way in which information about brain orga-
nization can be employed to guide development of a functional decom-
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Fig. 9 The organization of multiple processing streams in the macaque, with boxes indi-
cating different processing areas and icons representing the types of information to which
cells in each area are responsive (van Essen and Gallant 1994, 3). M, P, and K refer to the
magnocellular, parvocellular, and K streams identified in the retina and LGN. AIT, CIT,
and PIT refer to the anterior, central, and posterior portions of the IT complex. The thickness
of lines indicates the relative degree of connectedness of the various areas. Note that there
are connections between the What and Where pathways at a variety of levels. Reprinted
with permission of the Cell Press and David C. van Essen.
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position of the cognitive system. Since the very manner in which brain
parts are identified is in terms of what they do and contribute to cog-
nitive life, they reveal the kinds of component tasks that contribute to
overall cognitive performance. This does not depreciate the importance
of analysis at the information processing level. It is still necessary to
refine behavioral measures to determine precisely what tasks are per-
formed by each component (Churchland and Sejnowski 1989), and to
attempt to synthesize the components into an overall model that ac-
counts for the information processing that occurs. Our goal has simply
been to show how functional considerations get built into developing
the structural taxonomy and how that taxonomy can in turn be a heu-
ristic guide in developing information processing models. This project
has not been impaired by multiple realization of psychological states;
rather, it relies on the assumption that there is a common realization
of mechanisms for processing visual information across species.

5. A Diagnosis of Why Multiple Realizability Looked Plausible. Our
efforts have been aimed at discrediting the claim that cognitive states
are multiply realized in any way that discounts the relevance of neuro-
science to understanding cognitive processes. If we have been success-
ful, then an interesting question arises as to why the claim that psy-
chological states are multiply realized by different biological species
has been so compelling in philosophy of mind. In this section we will
offer a diagnosis.

One reason is almost certainly that those advancing the claim were
not attending to the actual procedures by which neuroscientistsidentify
brain areas, but relying on an intuitive view of what would be the same
or different brain areas. Intuitively, a rat brain is sufficiently different
from a human brain that identification of brain states in the two brain
would be precluded. This is compounded by the fact that much of the
philosophy of mind in the era when multiple realizability was first put
forward intersected greatly with the philosophy of language, and ad-
vanced language ability has traditionally been associated only with hu-
man brains. From this perspective, it is natural to construe a brain of
a rat as fundamentally different than the brain of a human. Moreover,
as brain researchers began to show differences between brains of in-
dividuals in the same species, and changes in an individual’s brain over
time, it seemed clear that, if the brains were different, activity in these
different brains would constitute different brain states. Thus, it seems
obvious that there are differences in brain states between organisms
even though there are many circumstances in which we would attribute
the same cognitive state to them. Part of our effort has been to show
that these differences between brains do not prevent neuroscientists
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from identifying common brain areas in different species. Accordingly,
neuroscientists will attempt to identify the same brain areas and same
brain processing in different members of the same species and across
species despite whatever differences there are. In philosophical terms,
neuroscientists treat the brain states as instances of the same type.

But there is another way we can look at this same issue. When com-
paring psychological states across different individuals, psychologists
also tend to ignore differences and focus on commonalities. Likewise
philosophers such as Putnam, who proposed comparing psychological
states such as hunger across species as remote as humans and octopi,
have abstracted away from differences. Yet, at anything less than a
very abstract level, hunger is different in octopi than in humans. So,
just as neuroscientists abstract away from differences between brains
in identifying brain areas and brain processes, so do psychologists and
philosophers in identifying psychological states. However, philoso-
phers have not noted that the same degree of variability is tolerated by
neuroscientists in identifying types of neural processes that they accept
in identifying psychological types.

Thus, one diagnosis of what has made the multiple realizability
claim as plausible as it has been is that researchers have employed
different grains of analysis in identifying psychological states and brain
states, using a coarse grain to identify psychological states and a fine
grain to differentiate brain states. Having invoked different grains, it
is relatively easy to make a case for multiple realization. But if the grain
size is kept constant, then the claim that psychological states are in fact
multiply realized looks far less plausible. One can adopt either a coarse
or a fine grain, but as long as one uses a comparable grain on both the
brain and mind side, the mapping between them will be correspond-
ingly systematic. For example, one can adopt a relatively coarse grain,
equating psychological states over different individuals or across spe-
cies. If one employs the same grain, though, one will equate activity in
brain areas across species, and one-to-one mapping is preserved
(though perhaps further taxonomic refinement and/or delineation may
be required). Conversely, one can adopt a very fine grain, and differ-
entiate psychological states between individuals, or even in the same
individual over time. If one similarly adopts a fine grain in analyzing
the brain, then one is likely to map the psychological differences onto
brain differences, and brain differences onto psychological differences.
The latter claim may seem contentious, but an analogy from the com-
puter domain may make this plausible. One often speaks of running
the same program on different computer architectures, thereby gener-
ating a case of multiple realization. But in fact one has surreptitiously
adopted a coarse grain in characterizing the program. If one looks
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carefully enough at performance measures, one will generally be able
to identify differences in the way the program runs on different com-
puters. Likewise, if one thinks one has found a case where differences
in activity in brain areas do not produce differences in psychological
states, the reason may be that one has not used a fine enough grain to
analyze psychological states.

The appropriateness of grain size, of course, depends on the reason
why one is making the comparison in the first place. This raises our
final proposal as to why claims of multiple realizability have been so
readily accepted: the lack of context, or frame of reference, in devel-
oping taxonomies for both psychology and neuroscience. Whenever
one asks whether two items are the same or different, the question
makes little sense unless one asks about sameness or difference with
respect to some other consideration. Obviously, two items which are
the same with respect to color may be different with respect to mass,
for example. In fact, as Liebniz and others have pointed out, any two
particulars will not only resemble infinitely, but differ infinitely. Why
should it be any different if one is talking about brain states and psy-
chological states? A human’s psychological state and that of an octopus
might well be counted as the same insofar as they are associated with
some general feature (such as food-seeking behavior, in the case of
hunger). But with respect to other considerations, a human psycholog-
ical state may be considered different from that of an octopus, even if
we limit the scope to mere behavior. Food-seeking behavior for the
octopus is different from food-seeking behavior in the human if one is
concerned about such things as how one seeks the food, what foods
are sought, under what conditions, etc. This much seems simple and
apparent, but the assertion that what we broadly call “hunger” is the
same psychological state when instanced in humans and octopi has
apparently been widely and easily accepted without specifying the con-
text for judging sameness.

We have located the question of whether brain states are the same
or not in the context of neuroscientific research, especially neuroana-
tomical and neurophysiological research devoted to brain mapping.
We have tried to show that neuroscientists employ behavior and psy-
chological function in setting the context for the identity of brain states,
with the result that they identify areas and processes in brains across
species, as well as in different brains within the same species. Not sur-
prisingly, psychologists employ similar contexts for identifying psycho-
logical states, resulting in a one-to-one mapping between brain states
and psychological states.

So far we have restricted ourselves to intra- and inter-species com-
parisons. Advocates of multiple realizability often appeal to compari-
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sons of psychological states across systems made out of very different
types of components—computers and biological organisms. One might
contend that surely a state of a silicon-based computer is different from
that of a carbon-based life form, so that if both could exemplify a
psychological state, one would have an irrefutable example of multiple
realizability. Perhaps, but we would caution that the case is not obvi-
ous. One would have to consider how one would analyze the functional
components of a computer that genuinely realized psychological states.
A computer that could exemplify sufficiently similar behavior to bio-
logical organisms to justify the imputation of psychological states is
likely to be very different from the ones humans have designed to date,
and the characterizations we would have to employ of its physical
operations might turn out to be far more similar to those we use of
brains than we currently expect. Such machines, for example, would
likely have areas devoted to processing different sensory inputs and
controlling motor outputs; potentially this might provide a basis for a
common taxonomy of the physical processing states underlying psy-
chological function. While it is possible one might discover genuine
multiple realization of the same psychological state, this outcome re-
quires argument. There are, after all, cases for which there are no al-
ternative possible realizations for a set of functional properties (e.g.,
the functional properties of water can only be realized, given physical
law as we understand it, by H,0), and it is possible that mentality is
one of these cases.

6. Conclusions. We have tried (i) to demonstrate that the claim that
psychological states are multiple realized has not been demonstrated,
at least within animal life forms, (ii) to show how denying multiple
realization allows fruitful use of neuroscience in guiding the decom-
position and understanding of cognitive systems, and (iii) to diagnose
why multiple realizability has been so widely accepted. For some the-
orists, multiple realizability is an essential part of functionalism, the
claim that psychological states are to be identified in terms of their
functional roles. If multiple realizability were so closely tied to func-
tionalism, a challenge to multiple realizability would also undercut
functionalism. We do not, however, see any such serious consequences
for functionalism. Even if one can identify psychological states with
activity in brain areas, that does not render the functional character-
ization of psychological states any less important. The pattern of in-
teraction may even be what fixes the identity of psychological states.
Moreover, as we have emphasized, it is the functional characterization
(the contribution to behavior) that guides the identification of brain
areas. A thoroughgoing functionalism uses functional criteria to iden-
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tify both psychological states and brain states, and can survive even if
we jettison the multiple realizability thesis.
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