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Editors’ Summary: The role of science and law are often at a cross-roads in the
world of environmental policymaking. The law imposes legal norms based on
what has been generally accepted in scientific circles. In turn, scientific claims
are accepted only if they satisfy evidentiary rules prescribed by the law. One
may be tempted to postpone decisions until we have all the pertinent scientific
evidence before us. But failing to act can be costly—both in terms of financial
resources for additional research and of environmental ills that persist while
we delay decisions. We must therefore tolerate some degree of uncertainty. But
while we may not agree with the decisions, we should know how and why they
were made despite the limitations of scientific knowledge. Using a “Bayesian
approach,” the author demonstrates how policymakers can transparently ac-
knowledge their theoretical and empirical limitations and can communicate
the effects of choices they make in certainty’s absence.

Within a four-month period in 1905, a 26-year-old
Swiss government worker published three pivotal

papers that forced scientists to think about the world in en-
tirely new ways. “A storm broke loose in my mind,” Albert
Einstein later said about his annus mirabilis, during which
he wrote about the nature of light, the molecular structure of
matter, and—in his theory of special relativity—the very es-
sence of time and space.1

From the present vantage point of this Einstein Year, so
billed to recognize the centenary of this triumphant triad of
theories, it may be difficult to appreciate the clouds of uncer-
tainty under which Einstein toiled. Mere months after pub-
lishing his special relativity, Einstein faced a challenge from
the experimental physicist Walter Kaufmann, whose obser-
vations on electrons seemed to contradict Einstein’s hypoth-
esis.2 Capturing the tensions between uncertain theory and
ambiguous empiricism, the young Einstein offered this san-
guine reply:

It will be possible to decide whether the foundations of
the relativity theory correspond with the facts only if a
great variety of observations is at hand. . . . [The alterna-
tive hypotheses] have rather slight probability, because
their fundamental assumptions . . . are not explainable in
terms of theoretical systems which embrace a greater
complex of phenomena. A theory is the more impressive
the greater the simplicity of its premises, the more differ-
ent kinds of things it relates, and the more extended is its
area of applicability.3

Between the theoretical and the empirical falls the
shadow of uncertainty. The shadow looms all the darker in
the realm of environmental science, where diverse organ-
isms interact dynamically with a heterogeneous world.
Casting light through the gloom, science must often conjec-
ture about the state of environmental affairs. And then,
based on science’s findings, the law must frequently impose
obligations and liabilities.

When uncertain theory clashes with equivocal observa-
tions, how should we evaluate the reliability of proposed hy-
potheses? When this conflict occurs at the nexus of science
and law, as in environmental policies, how should we draw
inferences so that we satisfy the evidentiary needs of both
domains? As described in Part I below, these questions recur
in various contexts: when nongovernmental entities ask reg-
ulatory agencies to explain their science; when courts evalu-
ate the science underlying regulatory decisions or expert
testimony; and when international tribunals assess whether
science supports a country’s environmental laws.
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In all these fora, we find it difficult to reason from scien-
tific evidence to appropriate inferences because uncertainty
obfuscates knowledge in two distinct ways. As discussed in
Part II, not only must we appraise how indeterminate and
disparate pieces of evidence are linked to form one integrat-
ing theory, but—like denizens of Plato’s cave—we must
also guess whether we have gathered all the reliable and rel-
evant evidence before us.4 Confronted with this twofold un-
certainty, we need not engage in Sisyphean pursuits of cer-
tainty, nor need we be frozen into solipsistic inaction. Given
the ineluctable limits to what we can know about the world,
the appropriate policy response to uncertainty is not certi-
tude, but transparent deliberation.

By relying on the Bayesian approach introduced in Part
III, society can wrest from uncertainty regulatory decisions
that are characterized by high-information rationality; we
may not agree with the decisions, but we know how and why
they were made despite the limitations of scientific knowl-
edge. By relying on transparent, Bayesian models, we may,
for example, clearly communicate the policy choices we
make to deal with environmental issues replete with scien-
tific uncertainty such as global climate change. In doing so,
we can pierce the darkness that may sometimes shroud
policymaking, thereby enhancing accountability for deci-
sions made or avoided.

I. Evaluation of Scientific Evidence in Various Legal
Fora

For those engaged in environmental policy, evidence and in-
ferential reasoning lie at the cross-roads of science and law,
as graphically represented by Figure 1 below. The law im-
poses legal norms depending on what science theorizes
about the state of uncertain spatio-temporal events. In turn,
the claims of regulatory science are accepted only if they
satisfy evidentiary rules prescribed by the law.

Figure 1

These evidentiary rules focus on questions that are sub-
stantive—(1) How reliable is the evidence? (2) How plausi-
ble is the proposed link between evidence and theory?—as
well as procedural—(3) How stringently should a reviewing
body evaluate a decisionmaker’s disposition on these first
two questions? The following subsections briefly describe
how various institutions have struggled with these questions
because they lack a coherent approach to assess the inherent
uncertainties underlying scientific evidence.

A. Administrative Review of Science Under the Data
Quality Act (DQA)

As part of a series of articles on administrative minutiae that
can have inordinate impacts on regulatory policy, the Wash-
ington Post devoted front-page coverage to the DQA, which
has spurred considerable interest on the question: how reli-
able is governmental scientific evidence? A two-sentence
piece of legislation written into an appropriations bill in
2000, the Act compels regulatory agencies to establish
mechanisms that enable private parties to question govern-
ment information they believe to be inaccurate.

5 The article
quoted John D. Graham, a high-ranking administrator in
President George W. Bush’s Office of Management and
Budget (OMB), as saying that the Act would compel the
government to rely on scientifically based decisions.6

Soon after the OMB issued guidelines to implement the
DQA, the Competitive Enterprise Institute, a trade associa-
tion, filed a petition claiming that the Climate Change Ac-
tion Plan posted on the U.S. Environmental Protection
Agency’s (EPA’s) website was based on a faulty set of mod-
els. The petition quoted Patrick Michaels, a professor of en-
vironmental sciences at the University of Virginia, who sug-
gested that “the (model) . . . produces much larger errors
than the natural noise of the data. That is a simple test of
whether or not a model is valid . . . .”7

It is precisely these types of petitions that disturb some
environmental professionals interviewed in the Washington
Post article. Industry, they suggest, can always fund studies
that support industry’s interests. “I call this ‘manufacturing
uncertainty,’” said David Michaels, formerly an adminis-
trator at the U.S. Department of Energy under President
William J. Clinton and currently a professor of occupa-
tional and environmental health.8 “They reanalyze the data
to make [previously firm] conclusions disappear—poof.
Then they say one study says yes and the other says no, so
we’re nowhere.”9

As detailed by the OMB, to conform to the DQA a regula-
tory agency must have issued and implemented guidelines
to ensure that the information it disseminates is of sufficient
quality, objectivity, utility, and integrity.10 Lewis Carroll’s
Humpty Dumpty would surely have delighted in the defini-
tional morass that is the DQA and its implementing docu-
ments,11 but this Article focuses on only a few choice terms.
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“Information” includes “any communication or representa-
tion of knowledge such as facts or data, in any medium or
form.”12 “Objectivity” means that the information must be
accurate, reliable, and unbiased; sound statistical research
methods must be used to generate original and supporting
data and to develop analytical results. If the information has
been subjected to the rigors of formal, independent, external
peer review, then it is presumptively objective.13

While the OMB’s guidelines describe attributes of quality
information, they do not lead decisionmakers to an easy de-
marcation between evidence that is and is not reliable, a
fuzzy state of affairs that has wound its inevitable way to the
courthouse. In 2003, the Salt Institute submitted a petition
under the DQA to question the findings of the National Insti-
tutes of Health (NIH) that reducing salt intake reduces blood
pressure. The Salt Institute contended that one of the central
studies cited by the NIH did not disaggregate the underlying
human data by race, sex, age, or any other probable con-
founding variable; the NIH could not, therefore, issue a rec-
ommendation applicable to the general populace.14 In its re-
sponse, the NIH emphasized that it did indeed disaggregate
data appropriately, that its studies were subjected to exten-
sive independent peer review, and that its recommendations
stemmed from “a substantial body of evidence developed
over more than a decade show[ing] a clear causal relation-
ship between sodium intake and blood pressure.”15 After an
administrative appeals process, the Salt Institute and the
U.S. Chamber of Commerce filed suit against the NIH in the
U.S. District Court for the Eastern District of Virginia.

In its decision last November, the court ruled that the sci-
entific issues raised by the Salt Institute were not justicia-
ble.16 First, deliberating whether the U.S. Congress intended
“to create not just a private right but also a private remedy”
under the DQA, the court concluded that neither the Act’s
language nor its scant legislative history evinced such an in-
tent. Secondly, the court ruled that the NIH studies were not
subject to judicial review under the Administrative Proce-
dure Act (APA), which authorizes judicial review of “final
agency action for which there is no other adequate remedy in
a court.”17 To be construed as such, the NIH salt recommen-
dations would have to be action “by which rights or obliga-
tions have been determined, or from which legal conse-
quences will flow.”18 The court reasoned that the recom-
mendations were simply statements of scientific findings
that in and of themselves, did not have any legal effect be-
hind them.19

At this writing, the Salt Institute and the U.S. Chamber of
Commerce are appealing the lower court’s decision. “Our
appeal is for more transparency in the use of science,” said

Salt Institute president Richard L. Hanneman, “[a]nd we are
asking the court to banish the games-playing and data ma-
nipulation that has compromised implementation of the
Data Quality Act. . . .”20

B. Judicial Review of Regulatory Science

1. Sifting Through the Scientific Evidence for a “Rational
Basis”

If an Agency decision is subject to judicial review, the ques-
tions then arise: (1) How plausible is the hypothesized link
between the evidence and the theory underlying the Agency
decision?; and (2) How stringently should the courts evalu-
ate this hypothesis?

Absent specific statutory instructions to the contrary,
courts will try to discern a rational relationship between the
science and the decision. This standard of review derives ul-
timately from the APA, which states that unless otherwise
specified, courts must limit their review of an agency’s deci-
sions—its rulemaking, informal adjudication, guidance,
and policy statements—to whether the decisions are “arbi-
trary and capricious, an abuse of discretion or not otherwise
in accordance with law.”

21 In Motor Vehicle Manufacturers
Ass’n of the United States v. State Farm Mutual Automobile
Insurance Co.,22 the U.S. Supreme Court ruled that courts
can set aside a decision only if, after conducting a “search-
ing and meaningful” review of the administrative record,
they conclude that a governmental agency: relied on factors
that Congress did not intend; failed to consider an important
aspect of the problem; or offered an explanation that ran
counter to the evidence or was so implausible that it could
not be ascribed to agency expertise or to a difference in
view.23 When called upon to review EPA science under the
rational basis standard, the courts have consistently pleaded
judicial deference to the Agency’s scientific determina-
tions, asserting that it is not the courts’ role to substitute its
judgment for those of EPA’s, particularly when they in-
volve technical and scientific matters that fall within the
Agency’s expertise.24

In their survey of legal challenges to EPA’s science,
Christopher H. Shroeder and Robert L. Glicksman opine
that State Farm has never quite achieved the iconic status of
Chevron, U.S.A., Inc. v. Natural Resources Defense Coun-
cil, Inc.25 in the legal canon.26 Unlike the latter case, which
offers a two-step approach to evaluate EPA’s interpretation
of statutory authority, State Farm’s

requirement of reasoned decisionmaking contains many
subcomponents, such as the obligation to consider rea-
sonable alternatives, to articulate a rational connection
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between facts and conclusion, to respond to significant
comments, and to consider only relevant factors. Thus,
[rational basis] review requires the court to analyze the
agency’s application of law and policy judgments to spe-
cific facts.27

Given the ad hoc and context-specific nature of their task,
it has not been easy for courts to distinguish relationships
between evidence and theory that are plausible and that
therefore have a rational basis from those that are implausi-
ble and therefore do not, particularly when those relation-
ships are obscured by scientific uncertainty. For example,
the U.S. Court of Appeals for the District of Columbia
(D.C.) Circuit took pains to try and discriminate legitimate
and illegitimate emission limits imposed by EPA on air
toxics from a variety of sources. Under the Clean Air Act,
EPA must derive these limits based on emissions from the
best performers within each source.28 Recognizing the un-
certainties associated with defining a best performer when
emission levels and their causes are highly variable, the
court ruled that EPA could use any method to derive these
limits29 as long as it led to a “reasonable inference.”30

Nebulous, gray lines divide the reasonable from the un-
reasonable. In upholding EPA’s emission limits for cement
plants, the court reasoned that while Sierra Club’s argu-
ment—that EPA must consider industrial processes, not just
pollution control technologies, when determining emission
limits—had merit, the argument had not been made in the
record; therefore, Sierra Club did not “show EPA’s [technol-
ogy-based] estimate was not reasonable.”31 Upholding
EPA’s limits for polyvinyl chloride producers, the court
agreed with EPA that industrial processes caused too much
variability and ruled that EPA could use technology-based
limits in light of the fact that EPA presented data indicating
a plausible connection between technology-based limits
and best performing plants.32 On the other hand, the court
rejected EPA’s technology-based limits for hazardous
waste combustors because EPA presented no data to sup-
port its decision.33

2. Evaluating Science Under a Statutory Call for the Best
Available Evidence

When Congress specifies that a regulatory decision must be
based on the best available evidence or the best available
science, the courts will generally take this as a signal to con-
duct a more searching evaluation of the decision’s scientific
basis. In a 5 to 4 decision, the Court, in Industrial Union De-
partment, AFL-CIO v. American Petroleum Institute (Ben-
zene case),34 struck down the Occupational Safety and
Health Administration’s (OSHA’s) proposal to reduce limits

for worker exposure to benzene from 10 to 1 part per million
(ppm).35 While it noted that it was not looking to OSHA for
scientific certainty, the Court emphasized that Congress re-
quired that OSHA’s findings be based on the “best available
evidence.” In a carefully nuanced opinion, the Court ex-
plained that this requirement granted OSHA leeway “where
its findings must be made on the frontiers of scientific
knowledge . . . so long as they are supported by a body of
reputable scientific thought.”36

Writing for the dissent, Justice Thurgood Marshall sur-
mised: “The critical problem in cases like the ones at bar is
scientific uncertainty.”37 In essence, the dissent argued that
existing information based on current techniques may fre-
quently be inadequate to meet the evidentiary needs set by
the majority, thus putting the burden of scientific uncer-
tainty on the workers OSHA was established to protect.38

A few years after the Benzene case was decided, the Na-
tional Research Council issued its report on Risk Assessment
in the Federal Government, the so-called Red Book, which
presented a paradigm for characterizing risk that could
serve as a basis for regulatory decisions.39 OSHA relied on
this paradigm to eventually issue a 1 ppm benzene stan-
dard, and the Red Book’s risk assessment paradigm contin-
ues to serve as the basis for organizing scientific informa-
tion about the environmental and public health conse-
quences of pollutants.

Under the Red Book’s risk assessment paradigm, the is-
sue arises as to whether risk assessors should or should not
consider a threshold dose or intake level below which the
risk of a chemical’s carcinogenicity is deemed acceptable.
This issue lay at the heart of two cases arising from the Safe
Drinking Water Act, which specifies that EPA should use
the “best available, peer-reviewed science” in its deci-
sions.40 The cases involved EPA’s decisions not to consider
a threshold when it issued standards for radionuclides and
chloroform. The reviewing courts struck down EPA’s deci-
sion as applied to the latter, but upheld it as applied to the
former. In the latter case, the court ruled that EPA’s rulemak-
ing—which ran counter to recommendations from EPA’s
own Science Advisory Board—lacked a rational basis be-
cause it did not hew to the best available evidence.41 In the
former case, the court explained that while it must deter-
mine whether EPA based its decision on the best available
science and drew logical inferences from the evidence, the
court would still need to treat the Agency’s scientific exper-
tise with deference. In the face of uncertain, contradictory
data that supported alternative hypotheses, the court would
not substitute its judgment for that of the Agency.42
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C. Judicial Evaluation of Scientific Evidence Under
Daubert v. Merrell Dow Pharmaceuticals, Inc.43

Unhappy with the courts’ general deference to the scientific
decisions of regulatory agencies, some commentators have
proposed that courts incorporate Daubert principles in their
review of agency science, which would provide the courts
more discretion in determining: how reliable is the evi-
dence? In Daubert, the Court assigned a gatekeeper role to
trial judges, bestowing upon them the responsibility to de-
termine if the science presented through expert testimony is
sufficiently reliable and relevant to admit into court.44

Daubert stated that the scientific evidence proffered by the
expert must be “derived by the scientific method” and be
“supported by appropriate validation.” To assist courts in
making this determination, Daubert provided a nonex-
haustive list of factors to consider: (1) whether the theory
or technique in question is subject to empirical testing;
(2) whether either has been subject to peer review; (3) wheth-
er either is generally accepted by the scientific community;
and (4) whether operational standards or known error rates
exist for the technique in question.45

Daubert emphasized that a court’s focus should be on the
scientific reliability of an expert’s methodology rather than
on the conclusions. However, this categorical distinction
may be somewhat fuzzy. In General Electric Co. v. Joiner,46

the Court held that a trial court properly applied Daubert
principles when the latter ruled as inadmissible evidence
that showed a putative link between lung cancer and
polychlorinated biphenyls (PCBs).47 The Court ruled that
the experts could not reliably draw inferences from experi-
ments on infant mice or from inconclusive epidemiological
studies. When Joiner counterargued that the district court
erred—and the appellate court correctly reversed—by bar-
ring testimony based on his experts’ conclusions rather
than their methodology, the Court responded that “conclu-
sions and methodology are not entirely distinct from one
another.”48 A court may therefore conclude that the “ana-
lytical gap between the [experts’] data and opinion” is sim-
ply too great.49

D. Juristic Review of Science by the World Trade
Organization (WTO)

As one might expect, the jurisprudential treatment of scien-
tific uncertainty is even more unsettled under international
environmental law. Juristic review of science, an already
complex issue at the intersection between law and science,
becomes even more problematic when competing national
interests are thrown into the mix, as international tribunals
struggle with the questions: How reliable is the evidence?
and How plausible is the hypothesized link between the evi-
dence and the theory underlying a country’s decision?

The problem stems from the need for the WTO to distin-
guish between legitimate environmental protection and ille-

gitimate trade protectionism. Under the WTO’s Agreement
on the Application of Sanitary and Phytosanitary (SPS)
Measures, Parties to the agreement must, as a general rule,
adopt food safety, agricultural safety, and health measures
that conform to international standards.

50

A nation may adopt more stringent, more protective mea-
sures—and may impose these measures on imported prod-
ucts—but only if they are based on sufficient scientific evi-
dence,51 i.e., if there is a rational relationship between the
measure and a risk assessment.52 A risk assessment must
identify the diseases targeted by the measure, as well as
evaluate the probability of entry, establishment, or spread of
these diseases (along with their biological and economic
consequences) in light of the SPS measure. The risk assess-
ment need not be quantitative, nor need it establish a thresh-
old risk level. Moreover, the risk assessment need not result
in a monolithic conclusion to support the view implicit in
the SPS measure.53

Regarding the question: how stringently should the WTO
evaluate the sufficiency of scientific evidence cited to sup-
port a nation’s regulatory decision?, the WTO will make an
“objective assessment of the facts,”54 a review process
more akin to Daubert than to the deferential State Farm.

Consider the Japanese Varietal55 case, brought before a
WTO panel in 1997. Japan required exporters of agricul-
tural commodities to fumigate products that may be infested
by the nonindigenous codling moth. Additionally, Japan
asked exporters to demonstrate fumigation would be suc-
cessful by submitting laboratory and field tests showing the
fumigation dose achieved a 99.99% mortality rate. At issue
was whether Japan could also require that these tests be con-
ducted for varieties within a single product.56 According to
the United States, if it were to comply with Japan’s testing
requirements, exports of new U.S. varieties would not reach
Japanese markets for two to four years.57

The United States argued that there were no data support-
ing Japan’s position. Japan argued otherwise, citing inde-
pendent studies indicating that response to fumigation did
in fact differ from variety to variety. To resolve this dis-
pute, the WTO posed the question before an expert panel:
did Japan’s requirement for varietal testing rest on suffi-
cient scientific evidence?

“The answer is very difficult,” attested one of the experts,
“[o]therwise perhaps we would not be here.”58 According to
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the panel, it was certainly theoretically plausible that bio-
logical differences between varieties could cause them to re-
spond to fumigation in varying ways. The panel also ac-
knowledged there was scientific evidence indicating differ-
ent fumigation results for different varieties.59 However, the
experts had difficulty discerning the biological and statisti-
cal relevance of these differences. There were too many
other possible sources for the differences, and it was not
clear whether a sufficiently high fumigation dose would
render these differences moot.60

Ultimately, the WTO dispute panel ruled in favor of the
United States. Given the uncertainties raised by the experts,
the panel concluded that Japan could not legitimately infer
that varietal differences caused a divergence in fumigation
efficacy. The panel could not brook Japan’s proposed infer-
ence in the face of the uncertain evidence before the panel.

E. Toward High-Information Rationality

Because reviewing bodies have been unable to limn a crisp,
clear line that distinguishes between regulatory decisions
that are appropriately based on science and those that are
not, their inquiry into an institution’s scientific find-
ings—deferential or not—necessarily tends to be ad hoc.
With their reliance on heuristics, the written opinions of
these reviewing bodies are tinged with low-information ra-
tionality, a term coined by the political scientist Samuel
Popkin to describe voter behavior. Not entirely irrational,
many voters tend to use intellectual short-cuts and cues
rather than reasoned thinking to forge connections between
a candidate’s policies and their consequences. If pressed,
these voters would probably be unable to articulate the pre-
cise reasons behind their voting preferences.61

In Part III below, this Article suggests Bayesian inference
as a step toward high-information rationality, in which
policymakers can clearly conceive and communicate the
degrees of belief they may have about competing theories
and the supporting evidence, as well as the consequences of
modifying their beliefs. Rather than forcing reviewing bod-
ies to speculate about the reliability of individual pieces of
information, the approach offers a synoptic view of the rela-
tionship between uncertain evidence and theory, a topic to
which this Article now turns.

II. Uncertain Theoretical and Empirical
Underpinnings of Scientific Evidence

In the decade following his miracle year, Einstein worked
through a theory of general relativity to plumb the full con-
sequences of his ideas, including the intriguing notion that
space curved because of gravity. In 1919, he received word
that the astrophysicist Arthur Eddington corroborated gen-
eral relativity by measuring the deflection of distant star-
light as it streamed past the sun’s gravitational pull during an
eclipse. Asked how he would have felt if the experiment in-
dicated otherwise, Einstein replied: “Then I would have
been sorry for the dear Lord—the theory is correct.”62

Such wry observations and other similarly playful com-
ments: (“If facts don’t fit the theory, change the facts”)63

may lead some to misapprehend Einstein as an opportunis-
tic empiricist, one who conveniently embraced Edding-
ton’s confirmatory astral evidence while rejecting Kauf-
mann’s disconfirming measurements on electrons. How-
ever, to do so would be to ignore Einstein’s abiding view on
the relationship between theory and evidence, a view influ-
enced by the writings of the French philosopher and scien-
tist Pierre Duhem.64

For Einstein, as it was for Duhem, scientific theory was
based on empirical evidence, but such evidence was itself
based on all manner of auxiliary hypotheses, such as as-
sumptions about the physics and chemistry underlying
one’s observations. If, for example, Kaufmann’s labora-
tory results seemed to disconfirm Einstein’s theory, it
may have been because Kaufmann’s measurements were
faulty (as indeed, they were ultimately shown to be). For
Einstein, corroboration of a theory should be based not on
an atomistic, point-by-point correspondence between
theory and each observed data point or sets of data
points, but rather on a holistic assessment of the fit be-
tween theory and the entire body of evidence.65 In Ein-
stein’s words:

We establish a conceptual system whose individual parts
do not correspond immediately to experiential facts.
Only a certain totality of theoretical materials corre-
sponds again to a certain totality of experimental
facts. . . . It is a part of a theoretical construction that is
true or false, i.e., corresponding or not corresponding to
experience, only as a whole.66

Take, as an example, Eddington’s observations of 1919.
Eddington’s measurements seem straightforward enough:
compare photographs of reference stars taken during the
eclipse with those taken at other times. However, consider
that in order to corroborate general relativity, Eddington
needed to show positional differences that corresponded to
0.01 milimeters on his photographs. Consider as well that
this miniscule difference was affected by light’s refraction
in the earth’s atmosphere and by perturbations to Edding-
ton’s optical equipment caused by temperature changes.
Consider any number of the drudging details associated
with the 1919 expedition—the transport of equipment to ob-
servation sites in Africa and Brazil, the cloud conditions on
the day of the eclipse, the state of photography—and one
recognizes that Eddington’s empirical results were predi-
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cated on panoplies of auxiliary hypotheses.67 One gleans an
appreciation for Einstein’s view that scientific inference can
only be conducted by sifting holistically through the conge-
ries of data and hypotheses that constitute one’s theory.

Einstein and Duhem would no doubt have seen Figure 1
(a portion of which is repeated below as Figure 2A) as an
oversimplification and misrepresentation of scientific infer-
ence. Perhaps they might have found Figure 2B more ac-
ceptable: theory and evidence are part of an interrelated sys-
tem based on auxiliary hypotheses. Conflicts between the-
ory and evidence can therefore be accommodated through
any number of indeterminate ways by modifying any of the
auxiliary hypotheses. It follows that alternative theories can
explain the same set of evidence. Einstein wrote:

[T]he truth of a theory can never be proven. For one
never knows that even in the future no experience will be
encountered that contradicts its consequences; and still
other systems of thought are always conceivable that are
capable of joining together the same given facts. If two
theories are available, both of which are compatible with
the given factual material, then there is no criterion for
preferring the one or the other than the intuitive view of
the researcher.68

Figure 2A

Figure 2B

Einstein’s and Duhem’s views on scientific inference
have profound implications for the legal evaluation of scien-
tific evidence. First, such evaluations may lead to entirely
different results, depending upon whether one views scien-
tific evidence through a holistic or atomistic prism. In its

written opinion, the district court in the Joiner case re-
viewed six of the experts’ studies one by one to conclude
that none was sufficient to show a link between PCBs and
lung cancer. Contrariwise, the appellate court attempted to
analyze all of the evidence taken together to determine
whether the cumulative “weight of evidence” provided ade-
quate support for the experts’ opinion. In his dissenting
Court opinion, Justice John Paul Stevens stated his prefer-
ence for the latter approach, noting that it was a perfectly ap-
propriate use of science, one that EPA uses to assess risks.69

Secondly, evaluation of evidence will differ depending
on whether one views theory and empiricism as categori-
cally distinct—with the latter serving a superior evidentiary
function—or whether one shares Einstein’s and Duhem’s
view that a link exists between theory and observations that
is mediated by auxiliary hypotheses. The former view was
espoused by the appellants in Tozzi v. Department of Health
& Human Services70 who asserted that the government ar-
bitrarily and capriciously classified dioxin as a known car-
cinogen. Tozzi argued that only epidemiological studies
based on data drawn from human populations would pro-
vide sufficiently distinct causal arrows between dioxin and
cancer; mechanistic studies based on an understanding of
the cancer’s etiology were unreliable.71 In matters of envi-
ronmental policy, Naomi Oreskes argues for the latter
view; Oreskes cautions against the—some might say de-
liberately—naïve expectation that with just the right
amount of data and just the right empirical proof, the “cor-
rect” theory will emerge to guide us to the “correct” envi-
ronmental policy.72

Einstein refused to simplistically dichotomize scientific
evidence into data and theory because he charily regarded
two distinct types of uncertainties. He certainly recognized
the nature of uncertain data—aleatory uncertainty—result-
ing from errors in empirical measurements or from the
world’s inherent stochasticity. But he also recognized that
the sources of aleatory uncertainty are, to a degree, indeter-
minate. Because we do not know what we do not know—be-
cause of epistemic uncertainty—Einstein preferred to think
of the theoretical and the empirical as complementary, al-
beit uncertain, pieces of information to gain insight into the
universe. How to gain insight from such uncertain evidence
has been a long-standing source of consternation, one that
haunted a Presbyterian minister in the mid-18th century,
Rev. Thomas Bayes.

III. Bayes and Inference Under Uncertainty

The reverend’s intellectual milieu was permeated by mus-
ings about how “chances,” i.e., probabilities, yielded in-
sights about everything from games to God. Correspon-
dence among Bayes and his contemporaries reveal that they
applied their mathematical reasoning in efforts to compre-
hend the uncertainties underlying whist, billiards, and the
existence of the Divine.
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Bayes was particularly interested in what kind of infer-
ences could be drawn on the basis of imperfect evidence.
For example, Bayes criticized his contemporary, the mathe-
matician Thomas Simpson, for suggesting that the average
of many observations was a better estimate of an astronomi-
cal body’s location than a single observation. Bayes, the
“Doubting Thomas,”73 pointed out that this was not neces-
sarily true in light of measurement bias:

Now that the errors arising from the imperfection of the
instruments & the organs of sense should be reduced to
nothing or next to nothing only by multiplying the num-
ber of observations seems to me extremely incredible.
On the contrary the more observations you make with an
imperfect instrument the more certain it seems to be that
the error in your conclusion will be proportional to the
imperfection of the instrument made use of.74

To put it another way, if one were to flip a coin many
times, one would expect the coin to come up heads 50% of
the time, but only if the coin was fair. If the coin was fixed so
that its outcome was biased but not guaranteed, how would
one then determine this probability? This question goes to
the heart of Bayes’ major scholarly contribution. Bayes’ in-
tellectual predecessors approached games of chance by pre-
dicting the likeliest outcomes, given what one believed to be
the probabilities of the game. Bayes agonized over the in-
verse issue, as much philosophical as it was mathematical:
how should he update his beliefs based on new, but ambigu-
ous, evidence?

Bayes’ answer to this question is an approach that
suggests how contemporary scientists—and legal ana-
lysts—might reconcile uncertain theory and evidence, par-
ticularly when two theories compete to explain the same
body of evidence. The essence of the approach is to ac-
knowledge that theoretical reliability is a matter of belief
and that one can formally assess how one’s beliefs should be
updated based on unfolding evidence according to the fol-
lowing axiom:

Prob(Theory/Evidence) � Prob(Evidence/Theory) Prob (Theory).

In words, the probability of a theory being true, given the ev-
idence that has been observed, is proportional to the proba-
bility of the evidence when the theory is true times the prior
probability of the theory, i.e., one’s belief in the theory ab-
sent any evidence. Bayes’ genius was in realizing that there
was a symmetry to evidence and theory: as one can evaluate
the probability of the evidence, assuming that a theory is
true, so can one evaluate the probabilities of two competing
theories in the face of available evidence.

A. Bayes and the Prosecutor’s Fallacy

One way to grasp the utility of Bayesianism is by thinking
through what legal scholars call the Prosecutor’s Fallacy,
for which the Sally Clark murder case serves as a widely
cited exemplar. A prosecution team in the United King-
dom charged Clark with murdering her two infant chil-
dren—first in 1998 and then again in 1999. Clark insisted
that both her children had succumbed to Sudden Infant

Death Syndrome (SIDS). In its counterargument, the prose-
cution relied heavily on expert testimony from pediatrician
Roy Meadow, who asserted that two random crib deaths
within a single family were so improbable—a 1 in 73 mil-
lion chance—that foul play was the likelier cause. The pros-
ecution won its case, primarily because of the argument
summarized by what has come to be known as Meadow’s
Law: “One cot death is a tragedy, two is suspicious, and
three is murder.”

75

As with any juristic review of scientific evidence, the cen-
tral challenge in the Clark case was to evaluate the probabil-
ity of a theory (that SIDS caused the deaths), given the un-
certain evidence. The fallacy in the prosecution’s reasoning
was to ignore what Einstein might have called this theory’s
auxiliary hypotheses. The fallacy was to treat the theory’s
uncertain components—the alternative hypotheses and the
evidence—as independent rather than conditional.

Conditional probabilities are an important concept to
Bayesians. Like Tom Stoppard’s Guildenstern,76 a Bayesian
might initially believe that a given coin was fair. However,
following a long string of coin flips that yielded heads, the
Bayesian would begin to suspect the coin was biased. Be-
fore flipping her coin for the 86th time, the Bayesian might
view the outcome of her next coin flip as dependent or con-
ditioned upon knowledge gained from the previous 85 flips,
adjusting upward her initial expectations of a 50% chance
of heads.

Meadow estimated that the chance of SIDS-related death
in a family like Clark’s was 1 out of 8,500. Meadow then
computed the probability of two SIDS-related deaths as
1/8,500 squared, or roughly, 1 in 73 million. The United
Kingdom Royal Statistical Society’s response to Meadow’s
thinking encapsulates how Bayesians would have ap-
proached the case:

[Meadow’s] approach is, in general, statistically invalid.
It would only be valid if SIDS cases arose independently
within families . . . . [T]here are very strong a priori rea-
sons for supposing that the assumption [is] false. There
may well be unknown genetic or environmental factors
that predispose families to SIDS, so that a second case
within the family becomes much more likely . . . .

Aside from its invalidity, figures such as the 1 in 73 mil-
lion are very easily misinterpreted. Some press reports
at the time stated that this was the chance that the deaths
of Sally Clark’s two children were accidental. This . . .
is a serious error of logic known as the Prosecutor’s Fal-
lacy. The jury needs to weigh up two competing expla-
nations for the babies’ deaths: SIDS or murder. . . .
What matters is the relative likelihood of the deaths un-
der each explanation, not just how unlikely they are un-
der one explanation. . . .77
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B. Bayesian Networks as an Aid to Inferential Logic

To wrest understanding from uncertainty, decisionmakers
from various domains—economists, ecologists, financial
analysts, computer scientists—have relied on Bayesian net-
works (BNets), which couple Bayesianism with a graphical
representation of the relationship among probabilistic
events. Figure 3 below features the Clark case, as told by
way of a BNet. Three components make up the BNet: cir-
cles, causal arrows, and conditional probabilities. The cir-
cles, called nodes, represent those elements—the various
hypotheses and evidence—that constitute a theory. The
qualitative relationship among them is represented by ar-
rows that connect the nodes in the direction of causality. The
quantitative relationship among them is captured through an
algorithm based on Baye’s axiom. In essence, the BNet
serves as a schematic narrative of the Clark case, told in all
its stochastic glory.

Figure 3

By considering all available information, the BNet treats
Clark as the Royal Statistical Society recommended. It ac-
cepts Meadow’s premise that the likelihood of SIDS caus-
ing an infant’s death are 1 in 8,500, but complements this
with information indicating that this likelihood increases
to 1 in 228 for a second such death. It also relies on data
suggesting that the probability of murder causing an in-
fant’s death is an unlikely 1 in 21,700, which increases to 1
in 123 for a second such death.78 Therefore, while both
SIDS and murder are unlikely events, murder is the more
unlikely of the two, and SIDS more likely caused the death
of the two Clark children.79

The beauty of BNets lies in their explanatory power: ob-
servations about any node generates knowledge about all
other nodes, providing one with a tool to draw transparent,
rational inferences in a probabilistic world. Clearly, these
inferences depend a great deal on a BNet’s structure and
underlying probabilities, the characterization about which
two reasonable people might differ. But the point of using
BNets is not freedom from uncertainty, but rather, high-in-
formation rationality. One could disagree with any ele-
ment in the analysis presented above, but this is precisely
the point of high-information rationality. It provides a level
of transparency that facilitates discussion of a theory’s un-
derlying basis.

C. Applying Bayesianism to the Japanese Varietal Case

Consider once again the WTO’s Japanese Varietal case in
the light of Bayesian thought. The gravamen in the Japa-
nese Varietal case was whether U.S. fumigation effectively
reduced Japan’s risk of codling moth infestation. As the
United States pointed out, all scientific evidence before the
WTO panel was pertinent only in “the contributions that
(the evidence) made to scientists’ conclusions about the fu-
migant dosage . . . .”80 To put it in Bayesian terms, the panel
needed to determine the probability of the hypothesis—that
U.S. fumigation met Japan’s safety levels—given the inde-
terminate evidence.

Figure 4A

Figure 4B

Figures 4A and 4B present the Japanese Varietal case as a
BNet composed of uncertain evidence: varietal differences
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might (or might not) affect the efficacy of the fumigant dose
to perhaps (or perhaps not) influence the outcome of the
mortality test, which (maybe) serves as an indicator of Ja-
pan’s risk of codling moth. Both the U.S. and the WTO
panel recognized that under international law, this risk level
was a policy call within Japan’s sovereign right; Japan could
have even adopted a zero tolerance level for risk if it chose to
do so. This risk level was never explicitly quantified in the
Japanese Varietal case. However, given its insistence that
fumigation result in an almost 100% mortality rate, it seems
fair to assume that Japan established a fairly low tolerance
for risk, which this Article assumes to be 1%.

As gleaned from Figure 4A, one can assure Japan of this
1% risk, i.e., Prob(Risk) = 1%, level if one assumes that
the mortality test results were certain and non-stochastic,
i.e., Prob(True Positive Mortality Tests) = 100%. Making
this assumption buffers Japan’s 1% risk level from all up-
stream uncertainties.

However, if one acknowledges that the mortality test re-
sults depend on the interplay of uncertain factors and that
their interpretation is therefore uncertain, this risk level rises
precipitously to 11%. As indicated by Figure 4B, even if one
were to assume conservative probabilities that favor the
WTO panel’s ultimate disposition of the Japanese Varietal
case—a 100% probability that the fumigation dose is ade-
quate and a 10% probability that there are biologically sig-
nificant varietal differences—the risk to Japan rises far
above the 1% level which, as a matter of international law,
Japan had the right to set.

D. An Exemplar of High-Information Rationality in a
Regulatory Context

In the face of unavoidable uncertainty, Oreskes has argued
that science can never provide the level of proof for which
self-proclaimed environmental skeptics clamor because sci-
entific proof is rarely what is at stake in contested environ-
mental issues.

81 When a scientific basis is tendered to sup-
port a regulatory decision, commentators such as Prof.
Wendy Wagner have accused EPA of engaging in a “science
charade”: decisions based on policy calls are sometimes ra-
tionalized on scientific grounds because the courts defer
more to the Agency when it successfully wraps decisions
within the mantle of science.82 To reconcile this tension be-
tween unavoidable—or worse, contrived—uncertainty and
obfuscatory science, this author has argued elsewhere that
the appropriate policy response to uncertainty is not certi-
tude, but transparency.83 In an exemplar of high-information
rationality that managed to deal intelligently with uncer-
tainty in a regulatory context, Mark Borsuk and others de-
veloped a BNet, a simplified version of which appears in
Figure 5, to help decisionmakers assess a state legislation’s
impact on the water quality.84

In response to public concern over water quality, the
North Carolina legislature in 1998 mandated a 30% reduc-

tion in nitrogen load.85 By eliciting the concerns of local
stakeholders, Borsuk and his colleagues first derived a list
of attributes—fish health, algae levels, dissolved oxy-
gen—that were deemed most critical. They then used a
BNet to relate these attributes to the pollutants—nitrogen
and chlorophyll levels—for which North Carolina imposed
regulatory limits.86

Figure 5

The transparency of the Borsuk model manifests itself at
multiple levels. First, nodes and arrows serve as a graphical
narrative to help stakeholders understand the environmental
system: nitrogen loadings stimulate algal growth; algae die
and are consumed by bacteria, a process that uses up dis-
solved oxygen; low oxygen levels kill fish directly or indi-
rectly by making fish susceptible to disease.87 Second, con-
ditional probabilities allow decisionmakers to communicate
the underlying beliefs that inform their policy calls: assum-
ing a baseline scenario of no nitrogen reduction (the likeli-
hood of which one can assign a value), then North
Carolina’s ambient concentration limit for chlorophyll will
likely be exceeded between 9.8% and 18.8% (given a 90%
confidence interval) of the time, and one would expect fish
kills exceeding 1,000 fish to occur 6 to 21 times (given a
90% confidence interval) over the next 10 years.88 Third, the
Borsuk model makes no pretense of omniscience; in light of
imperfect information, the conditional probabilities and the
functional relationships relating different nodes were based
on an evidentiary mix of empirical studies, mechanistic
models, expert opinion, and policy calls, and the Borsuk
model communicates how this amalgam of uncertain infor-
mation was used.89 One may disagree with the model’s ver-
sion of reality, but one knows the structure of that reality,
how it came about, the degrees of belief underlying the
structural components, and whence they came.
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IV. Conclusion

Environmental policymaking is often guided by economic
notions of efficiency—by the notion that we should make
rational choices that balance the costs and benefits of eco-
nomic activity and environmental protection. The econo-
mist Herbert Simon coined the term bounded rationality to
describe those situations in which rational decisionmakers
reach inefficient results because epistemic uncertainty
blinds them to relevant exogenous events, available alter-
natives, and future consequences.90 In a delusional pursuit
of efficiency, we may be tempted to postpone decisions
until we have all the pertinent scientific evidence before
us. But epistemic uncertainty is ever-present, rationality
is inevitably bounded, and gathering information can be
costly—both in terms of financial resources for addi-
tional research and of environmental ills that persist
while we delay decisions. It is therefore optimal in these

situations to be less than fully informed and to tolerate
some degree of uncertainty.91

It is one thing to tolerate uncertainty and quite another to
disregard it. As the Japanese Varietal case suggests, failing
to formally account for uncertainty’s role can lead to possi-
bly erroneous legal decisions. By using Bayesian inference,
policymakers—governmental as well as nongovernmental
entities—can transparently acknowledge their theoretical
and empirical limitations and can communicate the effects
of choices they make in certainty’s absence.

In her search for intelligent life in the universe, Lily
Tomlin described reality as a “collective hunch.”92 In the
face of environmental risks about which—for epistemic and
stochastic reasons—we can never be certain, it would be-
hoove all of us to forego the illusory pursuit of “slam-
dunk,” empirical proof and proceed—transparently, pru-
dently—with environmental solutions based on the collec-
tive hunch that the best available evidence can bring us.
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